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A B S T R A C T   

Scientific ideas can be difficult to access if they contradict earlier-developed intuitive theories; counterintuitive 
scientific statements like “bubbles have weight” are verified more slowly and less accurately than closely- 
matched intuitive statements like “bricks have weight” (Shtulman & Valcarcel, 2012). Here, we investigate 
how context and instruction influences this conflict. In Study 1, college undergraduates (n = 100) verified sci-
entific statements interspersed with images intended to prime either a scientific interpretation of the statements 
or an intuitive one. Participants primed with scientific images verified counterintuitive statements more accu-
rately, but no more quickly, than those primed with intuitive images. In Study 2, college undergraduates (n =
138) received instruction that affirmed the scientific aspects of the target domain and refuted common mis-
conceptions. Instruction increased the accuracy of participants’ responses to counterintuitive statements but not 
the speed of their responses. Collectively, these findings indicate that scientific interpretations of a domain can be 
prioritized over intuitive ones but the conflict between science and intuition cannot be eliminated altogether.   

1. Introduction 

Does air have weight? Does air take up space? Is air composed of 
atoms? A chemist would answer “yes,” “yes,” and “yes.” Air is a gas; 
gases are a form of matter; and all matter has weight, volume, and an 
atomic structure. Intuitively, though, air seems to be nothing more than 
empty space. Air can neither be seen nor felt, and it betrays no sign of its 
particulate nature, striking us as continuous and homogenous. 

This tension between thinking of air as matter and thinking of it as 
empty space is one of many tensions between scientific and intuitive 
interpretations of the natural world (Carey, 2009; Thagard, 2014). For 
instance, most adults today believe that the earth orbits the sun, but this 
idea defies deep-seated intuitions. The earth betrays no evidence of 
motion yet the sun moves across the sky every day, leading children to 
believe that the sun orbits the earth (Vosniadou & Brewer, 1994). When 
we eventually learn that the opposite is true, the earlier belief does not 
appear to be erased. Adults who are asked to judge, as quickly as 
possible, whether “the earth orbits the sun” is true or false often respond 
“false.” And those who respond “true” take longer to make their judg-
ment than to judge closely-matched statements that do not conflict with 

earlier-acquired beliefs, such as “the moon orbits the earth” (Shtulman 
& Valcarcel, 2012). 

Under time pressure, adults have revealed many other childhood 
misconceptions, such as that plants are not alive (Goldberg & 
Thompson-Schill, 2009), that heavy objects fall faster than light ones 
(Foisy, Potvin, Riopel, & Masson, 2015), that fractions with large de-
nominators are greater than fractions with small denominators (Vam-
vakoussi, Van Dooren, & Verschaffel, 2012), and that natural kinds, like 
geysers and earthworms, exist to fulfill a purpose (Kelemen & Rosset, 
2009). These misconceptions are not mere factual errors; they are 
grounded in intuitive theories that carve the world into entities and 
processes that have no scientific counterpart (Carey, 2009). 

Intuitive theories are well-documented among children, who 
construct these theories prior to learning scientific theories of the same 
phenomena (Shtulman, 2017). Intuitive theories have long been 
assumed to be replaced by their scientific counterpart (see Shtulman & 
Lombrozo, 2016), but statement-verification findings like those 
reviewed above suggest that intuitive theories remain largely intact. 
When adults verify scientific statements under time pressure or cogni-
tive load, they are slower and less accurate for statements that conflict 
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with intuitive theories than for statements that accord with those the-
ories. This pattern has been documented with a wide variety of state-
ments and across a wide variety of domains, including evolution, 
chemistry, astronomy, geometry, algebra, mechanics, and thermody-
namics (Allaire-Duquette et al., 2021; Barlev, Mermelstein, & German, 
2017; Merz, Dietsch, & Schneider, 2016; Shtulman & Valcarcel, 2012; 
Stricker et al., 2021; Vosniadou et al., 2018). 

When scientific theories conflict with intuitive theories, the resolu-
tion of such conflict appears to require inhibition. Adults who have 
undergone neuroimaging while answering counterintuitive scientific 
questions show increased activation in areas of the brain linked to error 
monitoring and inhibitory control, such as the anterior cingulate cortex 
and the dorsolateral prefrontal cortex, when they answer those ques-
tions correctly (Allaire-Duquette, Bélanger, Grabner, Koschutnig, & 
Masson, 2019; Masson, Potvin, Riopel, & Foisy, 2014). For instance, 
judging that a large object will fall at the same rate as a small object 
activates inhibitory control networks, implying that participants who 
make this judgment must inhibit the misconception that large objects 
fall faster than small ones (Foisy et al., 2015). Convergently, individuals 
who have lost inhibitory control abilities, such as Alzheimer’s patients, 
also lose the ability to prioritize scientific theories over intuitive ones; 
they default to intuitive theories even when given ample time to respond 
(Lombrozo, Kelemen, & Zaitchik, 2007; Zaitchik & Solomon, 2008). 

Tensions between science and intuition thus appear ubiquitous, but 
are such tensions intractable? Certainly, we can learn counterintuitive 
scientific ideas and how to apply them. The key to such learning is 
addressing the intuitive misconceptions that clash with a scientific un-
derstanding of the domain (Chi, 2009; Nersessian, 1989; Vosniadou, 
1994). Learning that air has weight, for instance, requires addressing the 
intuitive misconception that gases are empty space (Smith, 2007). 
Learning that the earth orbits the sun requires addressing the intuitive 
misconception that the earth does not move (Vosniadou & Brewer, 
1994). Similar patterns have been observed in learning about force 
(Clement, 1993), energy (Wiser & Amin, 2001), physiology (Slaughter & 
Lyons, 2003), illness (Au et al., 2008), inheritance (Springer, 1995), and 
evolution (Shtulman & Calabi, 2012). The most effective way to facili-
tate conceptual change, or knowledge restructuring at the level of in-
dividual concepts, is to help students bridge the gap between intuitive 
and expert understandings of the domain. 

Still, the persistence of intuitive misconceptions suggests that con-
ceptual change is necessary but not sufficient for sound scientific 
reasoning; additional resources are required to access and deploy 
counterintuitive scientific ideas. Even professional scientists show signs 
of cognitive conflict when reasoning about counterintuitive scientific 
ideas. Although scientists verify such ideas more quickly and more 
accurately than non-scientists, they still exhibit lags in speed and ac-
curacy for counterintuitive ideas relative to intuitive ones (Allaire- 
Duquette et al., 2021; Masson et al., 2014). For instance, under speeded 
conditions, professional biologists are slower and less accurate at veri-
fying that plants are alive relative to animals (Goldberg & Thompson- 
Schill, 2009), and professional physicists are inclined to accept unwar-
ranted teleological explanations, such as “moss forms around rocks to 
stop soil erosion” or “the earth has an ozone layer to protect it from UV 
light” (Kelemen, Rottman, & Seston, 2013). Indeed, Shtulman and 
Harrington (2016) found that science professors are slower and less 
accurate at verifying counterintuitive scientific statements (e.g., “air is 
composed of matter”) relative to closely-matched intuitive statements 
(e.g., “rocks are composed of matter”) across ten domains of science. 

An important caveat is that the expertise of the scientists who 
participated in these studies may not have been aligned with the tasks 
they were asked to complete. In Shtulman and Harrington’s (2016) 
study, for instance, participants were asked to evaluate statements about 
everything from optics to illness. While scientists were consistently more 
accurate than non-scientists, the scientists’ professional expertise 
extended to only a subset of those domains. Similar concerns arise for 
the biologists in Goldberg and Thompson-Schill’s (2009) study and the 

physicists Kelemen et al. (2013) study. A biologist who studies intra- 
cellular reactions may ponder the life status of plants no more often 
than a non-biologist, and a physicist who studies string theory may 
ponder the origins of moss and ozone no more often than a non- 
physicist. 

For these reasons, we sought a more direct test of the malleability of 
the conflict between science and intuition. Rather than study individuals 
who are practiced at accessing counterintuitive scientific ideas, we 
attempted to manipulate the accessibility of such ideas through context 
and instruction. We measured accessibility using Shtulman and Val-
carcel’s (2012) statement-verification task, where conflict between 
intuitive and scientific interpretations of scientific statements is revealed 
through decreased accuracy and increased response times. In Study 1, 
participants completed this task while exposed to images intended to 
prime a scientific interpretation of the target statements. In Study 2, 
participants completed the task before and after a tutorial designed to 
refute intuitive interpretations of the target statements and reinforce 
scientific ones. In both studies, we sought to reduce the cognitive con-
flict between science and intuition. 

There are at least two ways that priming and training could reduce 
cognitive conflict. One way is by steering participants toward scientific 
interpretations of counterintuitive statements before they entertain an 
intuitive interpretation, thereby bypassing the conflict altogether. 
Bypassing this conflict would increase participants’ accuracy as well as 
their speed, as participants would no longer need to suppress a 
competing intuition. 

Another way that priming and training could reduce cognitive con-
flict is by helping participants privilege scientific interpretations of 
counterintuitive statements over intuitive ones when both in-
terpretations have been activated. Statements like “air has weight” 
might elicit an intuitive response (“no”) alongside a scientific response 
(“yes”) even after participants have been primed or trained to think of 
weight scientifically, but these manipulations could still dispose par-
ticipants to choose the latter over the former. This pathway would yield 
increased accuracy but might not yield increased speed, as participants 
must still grapple with competing response options before making their 
final judgment. Priming and training should strengthen the salience of 
the scientific response relative to the intuitive one, but the competition 
between them should continue to delay judgments for counterintuitive 
statements to at least some extent. Indeed, this pathway might be better 
characterized as helping participants resolve the conflict between sci-
ence and intuition rather than reducing it outright. 

To that end, we modified Shtulman and Valcarcel’s (2012) original 
task by asking participants to verify a wider variety of statements in a 
smaller number of domains, namely, the domains of life and matter. 
These domains are foundational to learning higher-order concepts in 
biology and physics, respectively, and our participants—college 
undergraduates—could be expected to have acquired a scientific un-
derstanding of both domains, as they are covered early and often in the 
K-12 science curriculum (National Science Teachers Association, 2013). 
These domains were also ideal for expanding our stimuli, as we could 
apply a handful of domain-specific predicates (e.g., “has weight”) to a 
large number of domain-specific subjects (e.g., air, bubbles, clouds, dust, 
foam, fog, smoke, snowflakes), as we discuss below. 

In addition to methodological reasons for focusing on life and matter, 
there are also empirical ones. Several studies have shown that adults 
harbor misconceptions about life and matter that conflict with the sci-
entific conceptions they have acquired through formal instruction. Life, 
from a scientific perspective, is a metabolic state—the consumption of 
energy to further an organism’s survival and reproduction—but we 
initially conceive of life as the capacity for self-directed motion (Hatano 
& Inagaki, 1994). Accordingly, young children classify moving but 
nonliving entities, like the sun and the clouds, as alive, and they classify 
living but nonmoving objects, like plants and trees, as not alive (Carey, 
1985; Stavy & Wax, 1989). College undergraduates make the same kinds 
of mistakes when classifying entities as “alive” or “not alive” as quickly 
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as possible (Goldberg & Thompson-Schill, 2009). They classify plants as 
not alive, and they classify moving but nonliving entities, like rivers and 
airplanes, as alive. Elderly adults make these mistakes as well, even 
without the burden of time pressure (Tardiff, Bascandziev, Sandor, 
Carey, & Zaitchik, 2017; Zaitchik & Solomon, 2008). 

Likewise, matter is initially understood as something that can be seen 
or touched rather than something composed of atoms (Nakhleh, 
Samarapungavan, & Saglam, 2005). Young children mistakenly classify 
substances they cannot perceive, like vapors and gases, as immaterial, 
and they mistakenly classify forms of energy they can perceive, like 
lightning and rainbows, as material (Smith, 2007). Adults make the 
same mistakes if instructed to decide whether something is material or 
nonmaterial as quickly as possible (Shtulman & Legare, 2020). They also 
make mistakes when quickly deciding whether an object will sink or 
float, focusing on its size rather than its material. When shown two balls 
of equal size, one made of wood and one made of lead, adults judge that 
the wood ball is more likely to float than the lead one. But when shown a 
large ball of wood and a small ball of lead, they take reliably longer to 
make the same judgment (Potvin & Cyr, 2017; Potvin, Masson, Lafor-
tune, & Cyr, 2015). 

The domains of life and matter thus provided an ideal opportunity 
for examining whether, and how, context and instruction can increase 
the accessibility of counterintuitive ideas relative to intuitive ones. We 
expected that providing participants with input directly relevant to 
counterintuitive scientific ideas would increase the accuracy of their 
verifications, but it was unclear whether it would increase the speed of 
their verifications as well, given the robust lags in response time 
observed across concepts, domains, and populations, including profes-
sional scientists. If the tension between science and intuition is an 
inevitable byproduct of science learning, then this tension should 
emerge whenever we reason about ideas relevant to both, even if we can 
successfully suppress an intuitive interpretation in favor of a scientific 
one. 

2. Study 1 

Our first attempt at modifying the conflict between science and 
intuition involved priming. Previous research suggests that priming can 
shift the balance between scientific reasoning and intuitive reasoning in 
the context of religion. Scientific primes increase the endorsement of 
scientific explanations for the origin of humans (Tracy, Hart, & Martens, 
2011) and the origin of the universe (Preston & Epley, 2009). That is, 
priming people to consider the explanatory power of science leads them 
to evaluate scientific ideas, like evolution, more positively than religious 
alternatives, like creationism. Scientific primes also increase the use of 
scientific explanations over religious explanations when reasoning 
about illness or death (Busch, Watson-Jones, & Legare, 2017; Harris & 
Gimenez, 2005; Lane, Zhu, Evans, & Wellman, 2016; Legare & Gelman, 
2008). For instance, medical contexts prime people to think of death as 
the cessation of bodily functions, whereas religious contexts prime 
people to think of death as a spiritual transformation (Harris, 2011). 

Computational simulations of these effects imply that they are 
pervasive, reflecting an attempt to establish coherence between 
incompatible causal principles, such as viruses vs. witchcraft, and the 
situations that evoke them, such as infectious disease (Friedman & 
Goldwater, 2023). These effects are limited, however, in that they pit 
scientific ideas against supernatural ones in populations where people 
typically endorse both ideas to some degree. Primes that pit scientific 
ideas against intuitive, yet naturalistic, ideas may hold less sway given 
that the conflict between scientific theories and intuitive theories is 
more implicit and perhaps, then, less tractable. 

In Study 1, we explored whether priming might help students pri-
oritize scientific ideas over intuitive ones by asking them to verify 
counterintuitive scientific statements while viewing scientific images 
relevant to the content of those statements. We predicted that such 
primes would increase the accuracy of participants’ verifications and 

possibly also their speed. We assessed the effect of scientific primes 
against the effect of intuitive primes, or images intended to evoke 
intuitive interpretations of the same statements. Whether intuitive 
primes would impact participants’ verifications was less clear. If intui-
tive theories are a default mode of reasoning, then priming them may 
not interfere with scientific reasoning any more than usual (i.e., in the 
absence of primes). 

2.1. Method 

Our study employed a 2 × 3 factorial design, where statement type 
(intuitive vs. counterintuitive) was varied within participants, and 
prime type (intuitive vs. scientific vs. none) was varied between 
participants. 

Participants. One-hundred undergraduate students completed the 
study for extra credit in a psychology class. Participants’ average age 
was 20.2, and most (72%) were female. They had taken an average of 
4.9 college-level math and science courses, with a median of 4. 

Materials. We probed the conflict between science and intuition 
using Shtulman and Valcarcel’s (2012) statement-verification task. 
Participants were presented with four types of scientific statements and 
asked to judge those statements as “true” or “false” as quickly as 
possible. Some statements were true from both a scientific perspective 
and an intuitive perspective (e.g., “bricks occupy space”); some were 
false both from both perspectives (“numbers occupy space”); some were 
true from a scientific perspective but false from an intuitive perspective 
(“air occupies space”), and some were false from a scientific perspective 
but true from an intuitive perspective (“rainbows occupy space”). The 
first two statement types will be referred to as intuitive and the latter 
two as counterintuitive. Sample statements are displayed in Fig. 1. 

This task has several advantages over other measures of the conflict 
between science and intuition, such as explanation endorsement or 
object categorization (for a review, see Shtulman & Lombrozo, 2016). 
First, by comparing statements involving the same predicates, the lin-
guistic complexity of intuitive and counterintuitive statements is 
equated across stimuli. Second, by including an equal number of 
objectively true and objectively false statements, the possibility of par-
ticipants developing response biases is minimized. Third, by crossing 
truth-value (true vs. false) with intuitiveness (intuitive vs. counterintu-
itive), the effects of each factor are empirically distinguishable. 

Participants verified 240 statements about life and 240 statements 
about matter. Statements about life covered the concepts of reproduc-
tion, respiration, and nutrition, and. 

statements about matter covered the concepts of weight, tempera-
ture, and spatial extent. Each concept was expressed with a predicate, 
and each predicate was paired with one of 80 subjects. The subjects were 
chosen in accordance with the logic described above, so as to create 20 
intuitively true statements, 20 intuitively false statements, 20 counter-
intuitively true statements, and 20 counterintuitively false statements. 

Participants were randomly assigned to one of three priming con-
ditions: scientific priming (n = 34), intuitive priming (n = 32), or no 
priming (n = 34). The primes were images presented for two seconds 
between each statement and were intended to convey either a scientific 
interpretation of the relevant predicate or an intuitive one. Scientific 
primes consisted of models, diagrams, magnifications, or dissections, 
similar to those found in science textbooks, whereas intuitive primes 
were photographs of everyday situations, typically involving people. For 
instance, scientific primes for statements about weight (“[x] has 
weight”) were force diagrams, where weight was represented as a 
downward-pointing vector, consistent with the scientific sense of weight 
as the product of mass and gravity. Intuitive primes for these same 
statements were images of barbells, dumbbells, and scales, consistent 
with the intuitive sense of weight as heft. 

We selected primes that corresponded to canonically intuitive or 
canonically scientific interpretations of the target predicates, in line 
with the contrast between intuitive and scientific theories of the domain, 

A. Shtulman and A.G. Young                                                                                                                                                                                                                



Cognition 243 (2024) 105680

4

and that differed qualitatively in appearance. The intuitive primes 
depicted objects observable from daily life, whereas the scientific im-
ages depicted unobservable objects (in the case of dissections and 
magnifications) or abstractions (in the case of models and diagrams). 
Participants in the no-priming condition were shown a fixation cross for 
two seconds between each statement. 

Procedure. The task was administered in 6 blocks of 80 statements, 
for a total of 480 statements. All statements within a block contained the 
same predicate, such as “respires” or “has weight.” Statements were 
presented in a random order, as were the blocks. Participants were not 
given a time limit, but they were encouraged to answer as quickly as 
possible. The task was administered using MediaLab v1.21. 

2.2. Results 

We explored the effect of priming across domains and then assessed 
the consistency of this effect within domains. Participants verified 86% 
of statements correctly overall, and their mean response time was 
1145.2 ms (SD = 1077.0 ms). Response times greater than two standard 
deviations above the mean were excluded from analysis, as were 
response times less than 250 ms—a duration too short for participants to 
have read the statement and provided a deliberate response. For all 
analyses, statement type (intuitive vs. counterintuitive) was collapsed 
across truth-value, as truth-value was deliberately balanced across 
statement type (see Fig. 1). For our analysis of response latency, we 
further excluded response times for incorrect responses, though the re-
sults do not change if those times are included. 

We used (generalized) linear mixed models (GLMMs) to analyze 

Fig. 1. Sample statements and primes, organized by domain and statement type: (1) intuitively true, (2) intuitively false, (3) counterintuitively true, (4) counter-
intuitively false. 
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participants’ response accuracies and latencies. Models were fit with 
maximal by-participant and by-item random effects structures when 
they allowed for satisfactory model convergence. In cases of poor 
convergence, we followed suggestions of Barr, Levy, Scheepers, and Tily 
(2013) and Matuschek, Kliegl, Vasishth, Baayen, and Bates (2017) to 
find maximal converging random effects structures. Inference for fixed 
effects was carried out using Type II likelihood ratio test model com-
parisons. Data and R scripts to reproduce all analyses in Study 1 and 
Study 2 are available at the Open Science Framework: https://osf. 
io/3phmt. 

Response Accuracy. We fit a binomial GLMM on correct responses 
with statement type, prime type, and their interaction as fixed effects. 
Participants’ accuracy at verifying intuitive and counterintuitive state-
ments by priming condition is displayed in Fig. 2. Accuracy varied by 
statement type, LRT X2(1) = 123.55, p < .001. Participants were more 
accurate for intuitive statements than counterintuitive statements, odds- 
ratio (OR) = 6.30, 95% CI [4.66, 8.42]. Accuracy also varied by prime 
type, LRT X2(2) = 7.42, p = .025. Participants’ were more accurate in 
the scientific prime condition than the intuitive prime condition, OR =
1.49, 95% CI [1.04, 2.14], and no-prime condition, OR = 1.57, 95% CI 
[1.10, 2.24]. Accuracy in the intuitive prime and no-prime conditions 
was similar, OR = 1.06, 95% CI [0.74, 1.53]. There was no interaction 

between statement type and prime type, LRT X2(2) = 1.58, p = .454. 
Response Latency. We fit a gaussian LMM on correct response times 

with statement type, prime type, and their interaction as fixed effects. 
Participants’ speed at verifying intuitive and counterintuitive state-
ments by priming condition is displayed in Fig. 2. 

Speed varied by statement type, LRT X2(1) = 95.44, p < .001. Par-
ticipants were slower to correctly verify counterintuitive statements 
than intuitive statements (1064 ms vs. 940 ms, b = 124 ms, 95% CI [100 
ms, 148 ms]). Speed did not vary by prime type, LRT X2(2) = 0.64, p =
.725. Indeed, a follow-up Bayes Factor analysis found very strong evi-
dence for null effects of the scientific prime (BF = 0.019) and intuitive 
prime (BF = 0.024) conditions relative to the no-prime condition (see 
OSF files for details). There was, however, an interaction between the 
statement type and prime type, LRT X2(2) = 6.85, p = .033, such that the 
difference in response times. 

between counterintuitive and intuitive statements was smaller in the 
intuitive prime condition than the no-prime condition (103 ms vs. 140 
ms, b = 37 ms, 95% CI [9 ms, 65 ms]), possibly because participants in 
the no-prime condition had no cues for privileging one interpretation of 
a counterintuitive statement over another and thus deliberated longer. 

Effects By Domain. Scientific primes increased the accuracy but not 
the speed of participants’ responses. We next explored whether these 

Fig. 2. Estimated probability of correct response (top) and mean response time (bottom) for intuitive by prime type. Error bars represent +/− SE.  
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effects held for each domain or were driven by one domain in particular. 
In the biological domain, response accuracy varied both by statement 
type (LRT X2(1) = 51.98, p < .001) and by prime type (LRT X2(2) = 8.94, 
p = .011), but response latency varied only by statement type (LRT 
X2(1) = 42.98, p < .001). Likewise, in the physical domain, response 
accuracy varied both by statement type (LRT X2(1) = 105.38, p < .001) 
and by prime type (LRT X2(2) = 5.16, p = .076), but response latency 
varied only by statement type (LRT X2(1) = 114.42, p < .001). No 
interaction effects were observed in either domain for either measure. In 
sum, priming affected accuracy in both domains but did not affect speed 
on the whole. 

2.3. Discussion 

Study 1 examined whether the conflict between science and intuition 
can be reduced by priming. We found that scientific primes did not 
generally increase the speed of participants’ statement verifications but 
did increase their accuracy, at least slightly. Participants verified 
counterintuitive statements like “clouds have weight” more accurately 
when these statements were interspersed with scientific depictions of 
weight (force diagrams) than when interspersed with intuitive de-
pictions of the same concept (images of dumbbells and scales) or no 
depictions at all. These findings indicate that counterintuitive scientific 
ideas can be primed with the right contextual cues, which could, in 
principle, facilitate scientific reasoning more broadly. 

The finding that scientific primes increased accuracy but not speed 
suggests that the conflict between science and intuition can be shifted in 
one direction or the other but cannot be circumvented altogether. Sci-
entific primes allowed participants to privilege scientific interpretations 
of a statement over intuitive ones, but both interpretations appear to 
have been activated upon participants’ initial reading, yielding cogni-
tive conflict. For instance, a statement like “clouds have weight” may 
have activated both a scientific sense of weight (which applies to all 
material substances, including clouds) and an intuitive sense (which 
does not apply to clouds) regardless of what primes participants saw. But 
scientific primes prompted them to endorse the scientific sense of weight 
and, ultimately, judge the statement “true.” 

It’s possible that scientific primes promoted accuracy at a higher 
level of reasoning—by motivating participants’ to pay more attention or 
by heightening their error-monitoring skills—but we suspect the effect 
was content-specific. An accuracy-oriented mindset would be useful 
only if participants were aware of, and attuned to, the relevant scientific 
interpretations of each statement. At the same time, intuitive primes did 
not decrease accuracy relative to no primes, suggesting that partici-
pants’ default interpretation was an intuitive one. If priming had ach-
ieved its effect by fostering a general mindset, then participants in the 
intuitive-prime condition should have performed comparably worse, 
having been encouraged to adopt an informal, non-technical interpre-
tation of the task. That said, future research could assess the scope of 
scientific primes by including no-prime blocks among the scientific- 
prime blocks, to determine whether participants would continue to 
perform more accurately even in the absence of content-specific cues. 

The findings from Study 1 suggest that the conflict between science 
and intuition is malleable but not avoidable. Priming participants to 
adopt a scientific interpretation of weight, temperature, and space (in 
the case of matter) or reproduction, respiration, and nutrition (in the 
case of life) improved their performance but did not radically alter it. In 
Study 2, we attempted to improve performance even more by providing 
direct instruction on the scientific properties of life and matter. This 
instruction was intended to remind participants of the relevant science 
while also encouraging them to apply that science to the task at hand. 

3. Study 2 

Study 2 employed a pre-post design, where participants verified 
counterintuitive scientific statements before and after a content-specific 

tutorial. Participants verified statements about life and matter, similar to 
Study 1, but received instruction on only one of the two topics. This 
design allowed us to disentangle the domain-specific effects of instruc-
tion from domain-general effects of practice with the task or familiarity 
with the materials. 

We predicted that instruction would increase the accuracy of par-
ticipants’ statement verifications within the domain of instruction and 
for statements where science and intuition conflict (counterintuitive 
statements). For statements where science and intuition agree (intuitive 
statements), we expected instruction to be less impactful because par-
ticipants would be highly accurate from the start. Whether instruction 
would also increase the speed of participants’ verifications was an open 
question, given that priming had no overall effect on speed in Study 1. 

3.1. Method 

Participants. The participants were 138 college undergraduates, 
compensated with extra credit or a small stipend. Five additional par-
ticipants were tested but dropped for not completing the task as 
directed. Participants’ average age was 20.2, and most (74%) were fe-
male. They had taken an average of 6.1 college-level math and science 
courses, with a median of 4. 

Materials. As in Study 1, participants made true-or-false judgments 
for 240 statements about life and 240 statements about matter. The 
statements were generated by pairing one of three predicates in each 
domain with one of 80 subjects. In the domain of life, the predicates 
were “reproduces,” “needs nutrients,” and “grows and develops,” and in 
the domain of matter, they were “has weight,” “takes up space,” and “is 
composed of atoms.” The predicates were slightly different from those 
used in Study 1 because we intended to administer the same task to 
children and did not think children would know that all living things 
respire or that all material substances have a temperature (see Young & 
Shtulman, 2020). 

Participants completed a tutorial on life or matter midway through 
the experiment. The tutorial on life emphasized that all living things 
need energy and nutrients, grow and develop, react to stimuli in their 
environment, and reproduce. It also addressed the misconception that 
life is synonymous with self-directed motion, providing examples of 
entities that do not appear to move on their own but are alive (such as 
algae) and entities that do appear to move on their own but are not alive 
(such as comets). The tutorial on matter emphasized that all matter 
occupies space, has weight, is composed of atoms, and can undergo 
phase transitions. It also addressed the misconception that matter is 
synonymous with visibility or tangibility, providing examples of entities 
that cannot be seen or felt but are material (such as vapors) and entities 
that can be seen or felt but are not material (such as lightning). 

Both tutorials contained a mixture of text, images, and videos and 
took approximately seven minutes to complete. The tutorials were fol-
lowed by eight multiple-choice questions intended to assess partici-
pants’ engagement with the material. Four questions assessed their 
comprehension of general principles (e.g., “Which criteria can you use to 
know something is made of matter?”), and four questions assessed their 
attentiveness to specific examples (e.g., “What was the color of the 
balloon in the video?”). Most participants (85%) answered all eight 
questions correctly, and the rest missed either one question (14%) or 
two (1%), so all participants were retained for the final analysis. 

Procedure. Each study session proceeded in three phases. First, 
participants verified 120 statements about life and 120 statements about 
matter (the pretest). Next, they completed a tutorial on life or matter, 
including the post-tutorial quiz. Lastly, they verified 120 additional 
statements about life and 120 additional statements about matter (the 
posttest). Half of the participants received the tutorial on life, and half 
received the tutorial on matter. 

Participants completed the pretest and posttest in blocks. They saw a 
screen introducing a particular predicate (e.g., “Does it need nutri-
ents?”), followed by 40 statements incorporating that predicate (e.g., 
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“seaweed needs nutrients”). Ten of the statements were intuitively true 
(“otters need nutrients”); ten were intuitively false (“boulders need 
nutrients”); ten were counterintuitively true (“bacteria need nutrients”); 
and ten were counterintuitively false (“robots need nutrients”). The 
statements were randomly ordered within a block, and the blocks were 
randomly ordered within the testing phase, such that biological and 
physical predicates were intermixed. 

Participants saw the same predicates at pretest and posttest, but 
those predicates were paired with 40 new subjects. The subjects pre-
sented at pretest for half the participants were presented at posttest for 
the other half and vice versa. This variable was crossed with whether 
participants received the tutorial on life or the tutorial matter to ensure 
that the effects of instruction were not confounded with any item effects 
at pretest or posttest. 

3.2. Results 

Our analytic strategy followed that of Study 1. We used GLMMS to 
analyze participants’ response accuracies and latencies. Models were fit 
with maximal converging by-participant and by-item random effects 
structures. Response times greater than two standard deviations above 
the mean were excluded from analysis (i.e., those greater than 3142 ms), 

as were response times less than 250 ms. For our analysis of response 
latency, we further excluded response times for incorrect responses, 
though the results do not change if those times are included. 

Our analyses focus on whether the statements were targeted by in-
struction or not, collapsed across content domain. Responses were not 
identical across domains; participants verified statements about life 
more accurately and more quickly than they verified statements about 
matter (accuracy: 92% vs 86%; speed: 906 ms vs. 1038 ms), but the 
effects of the tutorials were largely the same. In the analyses below, we 
refer to the domain of statements targeted by instruction as the instructed 
domain and the other domain as the uninstructed domain. The latter 
served as a control for the former in that it allowed us to differentiate 
pre-post changes in performance due to instruction from those due to 
familiarity with the materials or practice with the task. Participants’ 
verified statements from both domains under the same testing condi-
tions and across the same delay from pretest to posttest, but they 
received content-relevant training in only one of the two domains (the 
instructed domain). 

Response Accuracy. We fit a binomial GLMM on correct responses 
with statement type (intuitive vs. counterintuitive), assessment period 
(pretest vs. posttest), instruction (instructed vs. uninstructed), and their 
interaction as fixed effects. Fig. 3 shows participants’ accuracy at 

Fig. 3. Estimated probability of correct response (top) and mean response time (bottom) for intuitive and counterintuitive statements before and after instruction, as 
a function of whether the statements were from the instructed domain (left) or uninstructed domain (right). Error bars represent +/− SE. 
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verifying intuitive and counterintuitive statements by assessment period 
and instruction. 

Accuracy varied by statement type, LRT X2(1) = 102.65, p < .001. 
Participants were more accurate for intuitive statements than counter-
intuitive statements, OR = 4.44, 95% CI [3.39, 5.75]. Accuracy also 
varied by assessment period, LRT X2(1) = 35.42, p < .001, such that 
responses were more accurate at posttest than pretest, OR = 1.69, 95% 
CI [1.43, 1.99]. There was also an effect of instruction, LRT X2(1) =
5.48, p < .019, with participants responding more accurately in the 
instructed domain than the uninstructed domain, OR = 1.31, 95% CI 
[1.08, 1.59]. 

These effects were qualified by a three-way interaction between 
statement type, assessment period, and instruction, LRT X2(1) = 6.22, p 
< .013. Instruction was most effective at increasing the accuracy of 
participants’ verifications for counterintuitive statements within the 
targeted domain. More specifically, pre-post gains in accuracy for 
counterintuitive statements were greater in the instructed domain than 
the uninstructed domain, OR = 2.39, 95% CI [1.86, 3.08], and pre-post 
gains in accuracy in the instructed domain were greater for counterin-
tuitive statements than intuitive statements, OR = 1.80, 95% CI [1.26, 
2.57]. 

Response Latency. We fit a gaussian LMM on correct response times 
with statement type (intuitive vs. counterintuitive), assessment period 
(pretest vs. posttest), instruction (instructed vs. uninstructed), and their 
interaction as fixed effects. Fig. 3 shows participants’ speed at verifying 
intuitive and counterintuitive statements by assessment period and 
instruction. 

Speed varied by statement type, LRT X2(1) = 85.48, p < .001. Par-
ticipants were slower to correctly verify counterintuitive statements 
than intuitive statements (1059 ms vs. 939 ms, b = 120 ms, 95% CI [98 
ms, 142 ms]). Speed also varied by assessment period, LRT X2(1) 
=164.16, p < .001, such that participants responded faster at posttest 
than pretest (922 ms vs. 1076 ms, b = 154 ms, 95% CI [136 ms, 171 
ms]). There was also an effect of instruction, LRT X2(1) = 7.64, p < .006, 
with participants responding more quickly in the instructed domain 
than the uninstructed domain (985 ms vs. 1012 ms, b = 27 ms, 95% CI 
[9 ms, 45 ms]). 

These effects were additionally qualified by an interaction between 
assessment period and statement type LRT X2(1) = 25.15, p < .001. The 
difference in response times between counterintuitive and intuitive 
statements was smaller at posttest than at pretest (101 ms vs. 138 ms, b 
= 37 ms, 95% CI [21 ms, 53 ms]). That is, response times for counter-
intuitive statements decreased more than response times for intuitive 
ones. But this decrease was no greater in the instructed domain than the 
uninstructed one (166 ms vs. 178 ms, b = 12 ms, 95% CI [− 13 ms, 37 
ms]), and there was no three-way interaction between instruction, 
assessment period, and statement type, LRT X2(1) = 0.03, p = .852). 
Indeed, a follow-up Bayes Factor analysis found decisive evidence for a 
null three-way interaction (BF = 0.004; see OSF files for details). 

Follow-up analyses indicate that the assessment period by statement 
interaction was due to familiarity with the task rather than a general 
effect of instruction. Prior to any instruction, pretest response latencies 
decreased more for counterintuitive statements than intuitive ones over 
the six statement blocks. That is, there was a block by statement type 
interaction in a pretest-only LMM that also included block, LRT X2(1) =
17.31. p < .001, and there were no effects of instruction, or interactions 
with instruction, in the pretest-only LMM (see OSF files for details). 

3.3. Discussion 

Does instructing participants on domain-specific scientific principles 
increase the accessibility of counterintuitive scientific ideas? Yes and no. 
Instruction increased how accurately participants verified counterintu-
itive scientific ideas but not how quickly. Participants did respond faster 
from the beginning of the experimental session to the end, but they did 
so in both the instructed domain and the uninstructed one, consistent 

with a familiarity effect but not a training effect. Training targeted a 
single type of statement—counterintuitive statements in the instructed 
domain—so response times should have changed primarily for that type 
relative to the others, but no such difference was observed. While the 
gap in response latency between intuitive and counterintuitive state-
ments did decrease, this decrease was miniscule (37 ms) and occurred in 
both the instructed and uninstructed domains. 

In contrast to the absence of instructional effects on speed, the 
instructional effects on accuracy were substantial. Given just seven mi-
nutes of instruction, the gap in accuracy between intuitive and coun-
terintuitive statements nearly closed, decreasing from 10% at pretest to 
4% at posttest. No such decrease was observed in the uninstructed 
domain, indicating that improvements in accuracy were specific to 
instruction. 

These findings parallel the findings from Study 1, where priming 
participants to adopt a scientific interpretation of counterintuitive 
statements increased the accuracy of their verifications but not the 
speed. They also parallel the findings from Young and Shtulman (2020), 
who administered an abbreviated version of Study 2 to elementary- 
school-aged children. Similar to adults in the present study, the chil-
dren in Young and Shtulman’s (2020) study verified counterintuitive 
scientific statements more accurately following instruction but no more 
quickly. 

There were, of course, baseline differences between children and 
adults. Children were less accurate overall, verifying 65% of counter-
intuitive statements correctly at pretest and 75% correctly at posttest 
within the domain of instruction, compared to 81% and 92% for adults. 
Children were also substantially slower, taking around three seconds to 
verify counterintuitive statements compared to the one second taken by 
adults. It was thus possible that adults would show a different pattern of 
results, either because they began the task with less room for improve-
ment or because they responded to the task with more precision. Yet 
both groups responded to instruction similarly, with greater accuracy for 
counterintuitive statements relative to intuitive ones but no concomitant 
changes in speed. This parallel suggests that conflict between science 
and intuition is ubiquitous, impacting those with ample science educa-
tion as well as those with very little. While instruction helps everyone 
resolve this conflict in favor of science, it does not eliminate the conflict 
itself. 

To be clear, instruction proved helpful only for statements targeted 
by that instruction. Participants who received instruction on the scien-
tific properties of life verified statements about life more accurately at 
posttest but not statements about matter. And participants who received 
instruction on the scientific properties of matter verified statements 
about matter more accurately at posttest but not statements about life. 
Pre-post gains in accuracy were domain-specific; the absence of such 
gains in the uninstructed domain indicates that domain-general factors, 
such as increased familiarity with the task or increased pressure to pay 
attention, were not responsible for improvements in accuracy. Instruc-
tion, like priming, appears to allow reasoners to privilege scientific in-
terpretations of counterintuitive scientific ideas over intuitive ones, 
though doing so still requires additional time. 

4. General discussion 

Scientific ideas that defy intuition are more difficult to access than 
those that accord with intuition, as revealed by how accurately and how 
quickly these ideas are verified (Goldberg & Thompson-Schill, 2009; 
Kelemen et al., 2013; Shtulman & Valcarcel, 2012). Counterintuitive 
statements like “bacteria need nutrients” or “bubbles have weight” 
appear to elicit contradictory responses—“false” according to intuition 
but “true” according to science—and it takes people appreciably longer 
to select the correct (scientific) response in comparison to statements 
where science and intuition agree. 

Here, we explored how context and instruction impact such verifi-
cations. Across two domains, several concepts, and hundreds of 
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statements, we found that context and instruction have specific yet 
robust effects. Scientific priming and scientific training increased the 
likelihood that participants would select the correct response but did not 
change how quickly that response was selected (relative to intuitive 
statements), implying that context and instruction can help participants 
privilege science over intuition but cannot bypass the conflict alto-
gether. In other words, counterintuitive scientific ideas can be verified 
more accurately with contextual or instructional support, but the time 
cost remains the same. Indeed, our most direct intervention—-
training—improved the accuracy of participants’ verifications but not 
their speed, and it improved accuracy for only one type of statement: 
counterintuitive statements within the domain of instruction. Targeting 
early-acquired intuitions improves scientific reasoning at odds with 
those intuitions, but it does not alter the speed or scope of scientific 
reasoning more generally. 

These results parallel those obtained with professional scientists 
(Goldberg & Thompson-Schill, 2009; Shtulman & Harrington, 2016). 
Professional scientists are more accurate than non-scientists at affirming 
counterintuitive scientific ideas, but they still exhibit a reliable lag in the 
time taken to affirm counterintuitive ideas relative to intuitive ones. We 
attempted to attenuate that lag directly, by providing instruction 
tailored to the judgments participants made in the moment they made 
them, but our attempts proved unsuccessful. The conflict between sci-
ence and intuition may be an inevitable byproduct of holding competing 
representations of the same phenomena (Shtulman, 2017; Thagard, 
2014)—representations elicited in parallel when we reason about those 
phenomena. Collectively, these findings suggest that science learning is 
a process of accretion rather than refinement; learners acquire addi-
tional representations of a domain rather than refine a single represen-
tation, and they must learn how to coordinate and prioritize those 
representations. That said, scientists do verify counterintuitive scientific 
ideas faster than nonscientists do even if the lag between intuitive and 
counterintuitive ideas persists (Allaire-Duquette et al., 2021; Masson 
et al., 2014). This finding implies that scientific expertise can attenuate 
the conflict between science and intuition, though it remains notable 
that decades of education and training do not eliminate the conflict 
altogether. 

A critical question for future research is why the conflict between 
science and intuition is so robust. One possibility is that this conflict, 
once established, remains stable across development, akin to the 
persistence of visual illusions despite awareness of their illusory nature 
(Pylyshyn, 1999) or the persistence of heuristic-based inference strate-
gies despite awareness of their suboptimality (Kahneman, 2011). Visual 
illusions and cognitive heuristics do not diminish in strength once we are 
aware of them, but they do not increase in strength either. Rather, they 
constitute a stable backdrop for perceiving or evaluating new informa-
tion. If the conflict between science and intuition follows a similar dy-
namic, then this conflict is likely to appear early in science education 
and plateau soon after. Additional education might facilitate more 
elaborate or deliberate reasoning, but it would not weaken the imme-
diate conflict elicited by ideas that evoke both scientific and intuitive 
interpretations. 

On the other hand, the conflict between science and intuition may 
vary with the strength and consistency of the underlying theories. 
Intuitive theories are, after all, theories (Carey, 1985; Gopnik & Meltz-
off, 1997). They are constructed from data, and they are open to revi-
sion, at least initially. There may be important representational 
differences between intuitive theories and the perceptual biases that 
give rise to visual illusions, rendering the former more malleable and 
context-dependent. On this view, the conflict between science and 
intuition should vary with the input that supports intuitive theories, 
including perceptual input, such as the observation that animals move 
but plants do not (Opfer & Siegler, 2004), and linguistic input, such as 
practice of using different terms to describe the same biological pro-
cesses in animals and plants (Stavy & Wax, 1989). These inputs will 
differ across domains and may also differ across development. Studies of 

children in the earliest stages of science learning could shed light on how 
the lifelong conflict between science and intuition becomes established 
in the first place. 

If this conflict is inevitable, as multiple lines of research suggest it is 
(Belanger, Potvin, Horst, Shtulman, & Mortimer, 2022), then those 
tasked with teaching science should not attempt to eradicate it. Rather, 
science educators might help students recognize the existence—and 
persistence—of such conflict, highlighting examples of attitudes or be-
haviors grounded in intuition rather than science. Addressing students’ 
pre-instructional misconceptions may be beneficial not only for intro-
ducing scientific concepts but also for promoting their application 
beyond the science classroom, given that real-world situations which 
activate students’ scientific concepts will also activate contradictory 
intuitions. 

Science educators might also benefit from recognizing that cognitive 
conflict is a sign of instructional success rather than failure. Students 
should be expected to experience conflict both at the beginning of in-
struction and the end, as even professional scientists experience conflict 
between the concepts that structure their discipline and the concepts 
that structure everyday life (Lewis & Linn, 1994). This conflict is not 
driven by ignorance but by competition between two substantive the-
ories of the same phenomena, and its emergence merits further study as 
a marker of science learning and a signature of mature scientific 
reasoning. 
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