Content Goals – for Section 5.2
It might be helpful for you to review Section 3.5 if you are still having difficulty with the four fundamental subspaces associated with a matrix – null(A), col(A), row(A), col(AT), finding a basis for each as well as the dimension of each subspace.

Definition – Orthogonal Complement of a subspace
Notice that in Example 5.8, they show that the orthogonal complement to a plane through the origin in R3 is a line through the origin.  Notice that that leaves lots of vectors in R3 not in the original subspace or the orthogonal complement of that space!

Theorem 5.9 tells us a little more about the orthogonal complement to a space.  Note that part (c) is just saying that the only vector in BOTH the subspace and its orthogonal complement is the zero vectors – which has to be in every subspace.
In Theorem 5.10, we return to the four fundamental subspaces and we see that the row and null spaces are orthogonal complements, and the column and the left null spaces are orthogonal complements.  That means that every vector in the row space is orthogonal to every vector in the null space and vice-versa – doesn’t this make sense if you think about how these vectors are found?
The section on orthogonal projections is really just an extension of projecting a vector onto a line (which has one vector direction).  Now we can project onto any subspace given an orthogonal basis for that subspace.  And the formula is essentially like the one we saw in section 5.1 and earlier in the book with projections.  The last part of the definition giving the component of the vector orthogonal to the subspace, and then following on to Theorem 5.11, we see that any vector can essentially be decomposed into two pieces – one in the subspace, and one in the orthogonal complement to the subspace.

Theorem 5.13 says that the dimension of a subspace and the dimension of the orthogonal complement must sum up to the dimension of the overall space.  So think about the example 5.8 again.  The subspace was a plane (dimension 2), and the orthogonal complement then had to be a one dimensional subspace, thus a line.

Corollary 5.14 returns us back to the four fundamental subspaces.  Recall that the row space and the null space are in Rn.  And we already knew that their dimensions added to n.  This just reiterates that result.  And note the comment following the proof that says that the dimensions of the column and left null spaces add to m.

Let’s reiterate the above with something that was in the Section 3.5 Content Goals:

· Subspaces of Rm and Rn associated with an (m x n) matrix A:

· Column space:  col(A), a subspace of Rm with dim(col(A)) = rank(A)

· Row space:  row(A), a subspace of Rn with dim(row(A)) = rank(A)

· Nullspace:  null(A), a subspace of Rn with dim(null(A)) = n – dim(row(A))

· The Rank Theorem for an (m x n) matrix A:

· rank(A) + nullity(A) = dim(row(A)) + dim(null(A)) = n

· rank(AT) + nullity(AT) = dim(col(A)) + dim(null(AT)) = m

And remember the picture I drew in class one day?  Can you see how all this fits together?
Individual Homework Problems:
5.2 – # 2, 6, 8, 10, 12, 16, 20 
