Content Goals – for Section 5.1
Things are getting a bit more abstract, so we’ll take these sections one at a time.  And I will try to outline main points, rather than just bullet list key concept goals.  It will be helpful for you to review Example 3.59(b) on pp. 216-217 before beginning this section (it is particularly relevant if you do read through section 5.0, and for later sections).  This example reminds us of the formula (from section 1.2) of the projection of a vector onto a line using dot products.  It then develops the formula for the standard matrix transformation of this projection.  Also, remember from this section that any square matrix can be thought of as the associated matrix of a linear transformation – so a 3 x 3 matrix takes vectors in R3 and transforms them (in a “linear” way) to other vectors in R3.  If you also want to get an overview of the main ideas of chapter 5, read through and think through the Introduction section, 5.0.  You don’t have to work the problems, but try to understand the pictures and the discussion of the ideas presented here.

Definition – Orthogonal Set of vectors

Theorem (5.1) – If we have an orthogonal set of vectors, then they are all linearly independent

Definition – Orthogonal Basis for a subspace

Theorem (5.2) – If we have an orthogonal basis for the subspace W, then any vector w in that subspace can be written uniquely as a linear combination of the basis vectors.  The constants in this linear combination are given by quotients of those dot products as given in the statement of the theorem.

Definitions – Orthonormal Set and Orthonormal Basis – basically you just add the condition that every vector is a unit vector to the ideas already given above

Theorem (5.3) – If we have an orthonormal basis for the subspace W, then any vector w in that subspace can be written uniquely as a linear combination of the basis vectors.  The formula is given in the statement of the theorem.  Since the vectors are all unit vectors, the denominators in the formula from Theorem 5.2 are no longer needed.
Definition – Orthogonal Matrix (make sure you read the “unfortunately terminology” note next to the definition) – a square matrix whose columns form an orthonormal set
Theorems (5.4-5.8) – Results related to Orthogonal Matrices, Q:

· QTQ = In – whenever this is true, it implies that the columns of Q form an orthonormal set even if Q is not a square (and thus orthogonal) matrix
· Q-1 = QT – whenever this is true, it implies that Q is an orthogonal matrix
· Q preserves length (i.e., ||Qx|| = ||x||) – thinking of Q as a linear transformation, an orthogonal matrix is a transformation that doesn’t change the length of vectors
· Q preserves the dot product (i.e., Qx . Qy = x . y) – remember that the dot product is associated with the angle between the two vectors, so thinking of Q as a linear transformation, if two vectors are transformed by Q, the angle between them does not change
· The rows of Q are also an orthonormal set

· Q-1 is orthogonal – so thinking of Q as a linear transformation, the inverse transformation also doesn’t change the length of vectors
· det Q = | Q | = ± 1 – and this would imply that the transformation doesn’t change the area of shapes that are transformed by Q
· If ( is an eigenvalue of Q, then | ( | = 1 – note that this property can hold even if ( is a complex eigenvalue (which we aren’t dealing with in this course)

· The product of two orthogonal matrices is also an orthogonal matrix

