Content Goals – for Sections 3.1 to 3.4
Sections:  3.1, 3.2, 3.3 (skip Example 3.32), 3.4
· Understand that a matrix acts as a linear transformation on a vector

· Know what a matrix is and special classes of matrices

· Square, diagonal, identity, symmetric

· Be able to carry out fundamental operations on matrices

· Matrix addition/subtraction

· Scalar multiplication

· Matrix multiplication

· Relationship between size of matrices multiplied and result

· “Normal” approach to matrix multiplication

· Matrix-column & row-matrix representations of multiplication

· Block partitioning of matrices for easier multiplication of certain larger matrices

· Matrix transpose

· Understand the algebraic properties of the fundamental operations on matrices

· Properties of matrix addition, scalar multiplication, and matrix multiplication (summarized in Theorems 3.2 & 3.3)

· Understanding in particular that matrix multiplication is not commutative except in very special cases

· Properties of matrix transpose (summarized in Theorem 3.4)

· Apply the concepts of span, linear combinations, and linear dependence & independence to the arena of matrices
· Matrix Inverse
· The definition (see p. 161) – note our standard notation will be A-1, not A’

· Uniqueness of the inverse

· Not all matrices are invertible

· Using it to solve Ax = b
· When a 2x2 matrix is invertible and what its inverse is

· Finding an inverse through Gauss-Jordan elimination

· Properties of the matrix inverse

· Elementary matrix

· Note:  If you’ve been “cheating” so far with elementary row operation number 3 (see p. 70) and doing Ri ( Rj + c Ri rather than the correct row operation Ri ( Ri + c Rj, you will have to amend your ways.  Otherwise your transformation will not be an elementary matrix and the fundamental theorem won’t hold!

· Fundamental Theorem of Invertible Matrices

· This is one of those fundamental theorems that is not “fundamental” in every text book.

· In particular, you must understand that if A is invertible, then it can be written as the product of elementary matrices (connection (a) and (e) in the theorem).

· LU Factorization
· Note:  Our book specifies L as “unit lower triangular” with 1’s on the diagonal.  Not all texts will require this for L.

· See my note about “cheating” on elementary row operations above.  You can no longer “cheat”, else L won’t be a unit lower triangular matrix!

· This only works if there are no row swaps required

· L can be thought of as:

· The product of the inverse of elementary matrices

· Entries from the multipliers, k, from Ri – kRj
· LU factorization is unique if A is invertible (and you didn’t “cheat” on elementary row operations!)

· PTLU Factorization

· Used when row swap is needed

· Fact that PT = P-1
· Every square matrix has a (not necessarily unique) PTLU factorization

