Content Goals – for Chapter 4
Sections:  4.1, 4.2 (read but not responsible for bottom of p. 276 on), Exploration – Geometric Applications of Determinants, 4.3, 4.4 and 4.5
· Definition & Conceptual Idea of Eigenvalues and Eigenvectors of a Matrix
· Visual Interpretation of eigenvectors and eigenvalues  in R2
· How to find Eigenvalues – using det(A – (I) = 0 [the left hand side is called the Characteristic Polynomial – you may find the contents of Appendix D helpful in solving the characteristic polynomial for the eigenvalues if you need to brush up]
· Eigenvalues of associated matrices, i.e. A+I, A2 , A-1,4A, etc
· Cayley-Hamilton Theorem – a matrix satisfies its own Characteristic Polynomial!

· How to find Eigenvectors (Eigenspace) : nullspace of (A – (I)
· Definition of determinant – using Cofactor expansion

· Calculating 2x2 and 3x3 determinants the quick way

· Calculating determinants using row reduction
· That the eigenvalues of a triangular matrix are just the diagonal elements, and the determinant is just the product of these diagonal elements
· A matrix A is invertible if only if det(A) ≠  0; this is true if any only if 0 is not an eigenvalue of A 
· Properties of the determinant (e.g., Theorems 4.7 – 4.10)

· Cramer’s Rule, Adjoint (i.e. matrix of cofactors), calculating A-1 using the adjoint [just need to know what these are, and be able to do it given a formula; should not memorize]
· Finding a Cross Product using a determinant to obtain a vector orthogonal to two given vectors in R3 
· Algebraic & geometric multiplicity of eigenvalues and the fact that a matrix is diagonalizable only if these are equal for each eigenvalue (Diagonalization Theorem).
· Two matrices are similar (A ( B) if we can find a P such that P-1AP = B.  Similar matrices hold many of the same properties (e.g., Theorem 4.22).
· A matrix A is diagonalizable if it is similar to a diagonal matrix D, i.e., P-1AP = D or A=SDS-1 or AS=SD.
· If a diagonalizable matrix has a dominant eigenvalue and associated eigenvector, then an iterative scheme can be used to find it xk+1=Axk. The power method is one such algorithm.

· A square matrix has its eigenvalues contained within a Gerschgorin disk. A Gerschgorin disk of a real matrix is centered at the point (aii,0) and has radius equal to the sum of the absolute values of the rest of the row’s elements.
