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Evolution of Sleep

Research during the past two decades has produced major advances in understanding sleep within particular species. Simultaneously, new analytical methods provide the tools to investigate questions concerning the evolution of distinctive sleep state characteristics and functions. This book synthesizes recent advances in our understanding of the evolutionary origins of sleep and its adaptive function, and it lays the groundwork for future evolutionary research by assessing sleep patterns in the major animal lineages.
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This book is a consequence of our recent phylogenetic comparative studies of mammalian sleep. As we learned more about variation in mammalian sleep, we were naturally drawn toward broader patterns of sleep across different organisms. Several questions formed in our minds, such as: Would patterns that we documented in mammals hold in other groups of organisms, and which other organisms should be studied? How would we be able to identify sleep, and thus test hypotheses comparatively, in fish, reptiles, and insects? And are the hypotheses that we focused on in mammals even relevant to nonmammals?

Mammalian sleep itself is remarkably variable, with aquatic mammals exhibiting specializations for sleep that are not found in terrestrial mammals, and marked variation in the expression of rapid-eye-movement (REM) and non–rapid-eye-movement (NREM) sleep, sleep cycles, and the organization of sleep into one or multiple bouts per 24-hour period. As we stepped outside the world of mammals, we found that sleep is pervasive phylogenetically, and we discovered that it is even more varied than we expected. This book summarizes what is currently known about variation in sleep patterns and presents some new data and analyses. We hope that the chapters herein will inspire others to collect datasets similar to those now available for birds and mammals. Further research along the lines described by the chapters in this volume will only deepen our understanding of this fundamental behavior, and is sure to lead to deeper understanding of the function—or functions—of sleep.
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Introduction

Patrick McNamara, Charles L. Nunn, and Robert A. Barton

Why do we and other animals sleep? When we are asleep, we are not performing activities that are important for reproductive success, such as locating food, caring for offspring, or finding mates. In the wild, sleep might make an animal more vulnerable to predation, and it certainly interferes with vigilance for predators. Sleep is found across the animal kingdom, yet it varies remarkably in its most fundamental characteristics across species. And for almost every pattern associated with sleep, exceptions can be found. For all of these reasons, sleep continues to be an evolutionary puzzle. Fortunately, sleep also has attracted much scientific interest, with many significant findings in the past 10 years.

The aim of this volume is to summarize recent advances in our understanding of the diversity of sleep patterns found in animals. Many of the chapters that follow examine sleep in different taxonomic groups, including insects, fish, reptiles, birds, and mammals. We take this “comparative approach” because it is one of the key ways in which biologists investigate the evolution of a trait (Harvey & Pagel, 1991). Indeed, the comparative method has long been used to investigate the evolution of sleep, particularly in mammals (e.g., Meddis, 1983; Zepelin, 1989). More recent comparative studies have capitalized on advances in the study of phylogenetic relationships to test hypotheses on the evolution of sleep (Capellini, Barton, Preston, et al., 2008a; Lesku, Roth, Amlaner, et al., 2006; Preston, Capellini, McNamara, et al., 2009; Roth, Lesku, Amlaner, et al., 2006). In mammals, these studies have revealed that species experiencing greater risk of predation at their sleep sites sleep less, that sleep duration correlates with immunocompetence across species, and that evolutionary increases in metabolic rate relative to body mass are associated with reductions in sleep. By incorporating phylogeny, a recent study also demonstrated that an apparent association between body mass and sleep is in fact a phylogenetic artifact (Capellini et al., 2008a; see also Lesku et al., 2006).
Other chapters provide syntheses of new advances in our understanding of the physiology and genetics of sleep as well as advances in phylogenetic analysis and informatics. These chapters are essential for uncovering sleep functions because evolution works on the genome, and many aspects of animal biology constrain the types of physiological patterns of sleep that are found across species. For example, marine mammals must continuously come to the water’s surface to breath air, and this limits the kind of sleep in which they can engage. Similarly, animals that lack highly developed forebrains will be unable to exhibit classically defined sleep, which includes both behavioral and electrophysiological criteria for mammals and birds. Importantly, the study of interspecies variation requires careful compilation of data collected under diverse conditions as well as the application of comparative methods that use phylogeny to study evolutionary patterns. All of these components are essential for making sense of the variation in sleep patterns across species, and thus also for uncovering the function – or functions – of sleep.

In most cases, chapters in this volume have integrated taxonomic perspectives and details on sleep physiology, natural history, and genetics. Such integration is essential to understand sleep and to stimulate future comparative and evolutionary studies of sleep. We see the need for new comparative studies in a broader phylogenetic perspective – as well as experimental research – as a way to assess the generality of sleep patterns and the factors that influence sleep. Much of this effort will require laboratory and fieldwork to obtain new quantitative data on sleep in relatively unstudied animals, such as fish, insects, and reptiles. Even in the case of mammals and birds, sleep has been quantified in remarkably few species and often on the basis of the availability of particular species rather than in relation to specific questions concerning sleep and its evolution. We hope that this volume will spur more research along these lines.

To help set the stage for what follows, it is helpful to briefly review basic characteristics of sleep that are essential for studying sleep in comparative perspective. An important starting point involves the definition of sleep. As summarized in Table I.1, sleep is composed of behavioral, physiological, and electrophysiological characteristics as well as evidence for homeostatic regulation (i.e., sleep rebound). Behavioral measures of sleep vary according to the biology of the species involved. These measures can include a species-specific body posture and sleeping site, reduced physical activity (quiescence), reduced muscle tone (especially neck/nuchal muscle tone in rapid-eye-movement [REM] sleep), and increased arousal threshold. To distinguish the quiescent state from other states, such as coma or hibernation, it is usually required that the animal shows rapid reversibility to wakefulness upon arousal. Electrophysiological measures of REM include low-voltage fast waves, rapid eye movements, theta rhythms in the hippocampus, and pontine-geniculo-occipital (PGO) waves. Electrophysiological measures of
Table I.1. *Criteria for the definition of sleep*

<table>
<thead>
<tr>
<th>1. Behavioral</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Typical body posture</td>
</tr>
<tr>
<td>• Specific sleeping site</td>
</tr>
<tr>
<td>• Behavioral rituals before sleep (e.g., circling, yawning)</td>
</tr>
<tr>
<td>• Physical quiescence</td>
</tr>
<tr>
<td>• Elevated threshold for arousal and reactivity</td>
</tr>
<tr>
<td>• Rapid state reversibility</td>
</tr>
<tr>
<td>• Circadian organization of rest–activity cycles</td>
</tr>
<tr>
<td>• Hibernation/torpor</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2. Electrophysiological</th>
</tr>
</thead>
<tbody>
<tr>
<td>EEG</td>
</tr>
<tr>
<td>NREM: high-voltage slow waves (quiet sleep)</td>
</tr>
<tr>
<td>• spindles in some animals</td>
</tr>
<tr>
<td>• K-complexes in some primates</td>
</tr>
<tr>
<td>REM: low-voltage fast waves (REM, Paradoxical sleep or AS [active sleep])</td>
</tr>
<tr>
<td>• hippocampal theta; PGO waves</td>
</tr>
<tr>
<td>Electro-oculogram (EOG)</td>
</tr>
<tr>
<td>NREM: absence of eye movements or slow, rolling eye movements</td>
</tr>
<tr>
<td>REM: rapid eye movements</td>
</tr>
<tr>
<td>EMG</td>
</tr>
<tr>
<td>• Progressive loss of muscle tone from Wake→NREM→REM</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3. Physiological</th>
</tr>
</thead>
<tbody>
<tr>
<td>• REM: instabilities in heart rate, breathing, body temperature, etc.; penile tumescence</td>
</tr>
<tr>
<td>• NREM: reduction in physiologic/metabolic processes; reduction of about 2° C in body temp</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4. Homeostatic regulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>• enhancement of sleep time</td>
</tr>
<tr>
<td>• intensification of the sleep process (e.g., enhanced EEG power in the Delta range)</td>
</tr>
</tbody>
</table>

*aAdapted from Moorcroft, 2003; Campbell & Tobler, 1984.*

non-rapid eye movement (NREM) include high-voltage slow waves (HVSW), spindles, and K-complexes. Functional indices of sleep include increased amounts of sleep after sleep deprivation, and increased sleep intensity after sleep deprivation. Physiologic indices of sleep include significant reductions in temperature and metabolism during NREM and significant lability in autonomic nervous system (ANS), cardiovascular, and respiratory measures during REM, along with increases in metabolism. Lastly, as noted earlier, sleep typically involves a rebound effect, in which a sleep-deprived animal must make up for lost sleep by sleeping longer or more deeply.

For most animals, sleep can be identified only via measurement of its behavioral and functional sleep traits, as their nervous systems do not support what has
become known as full polygraphic sleep – that is, electrophysiological measures of both REM and NREM sleep identified via the electroencephalogram or EEG. It has become common, however, to use the term “full polygraphic sleep” to refer to an animal that exhibits most or all of the other three major components of sleep in addition to the electrophysiologic measures. When an animal exhibits all four major components of sleep – including the behavioral, electrophysiological, physiological, and functional components – then it is said to have full polygraphic sleep. Full polygraphic sleep in this sense has so far been documented only in mammals and in birds. Although REM and NREM have been identified in 127 mammalian species representing 46 families across 17 orders (McNamara, Capellini, Harris, et al., 2008), NREM in most of these species cannot be differentiated into distinct “light” and “deep” stages as it is in several primate species. We estimate that REM and NREM sleep states have also been documented in about 36 avian species.

Overview of the volume

Krueger’s chapter focuses on the neural basis of sleep. He suggests that core sleep characteristics are a property of small groups of neurons, and he summarizes the accumulating evidence that sleep is a network-emergent property of any viable group of interconnected neurons. Many biochemical sleep-regulatory events are shared by insects and mammals, suggesting that they evolved from metabolic regulatory events and that sleep is a local use-dependent process. Relationships between sleep and tumor necrosis factor (TNF) are used to examine the local use-dependent sleep hypothesis. Krueger argues that the need for sleep is derived from the experience-driven changes in neuronal microcircuitry that necessitate the stabilization of synaptic networks to maintain physiological regulatory networks and instinctual and acquired memories.

Hartse provides an overview of sleep in insects. Her work necessarily probes the definition of sleep while also giving some context to natural sleeping patterns in insects. An important discovery in the past two decades is that insects can serve as a model organism for studying sleep. She reviews the literature on sleep in Drosophila and the role of such studies in understanding sleep as a general phenomenon. Many insects, in fact, display all of the standard behavioral phenomena of sleep, such as periodic reduction in activity, increase in arousal threshold when quiescent, and rebound or increased rest–sleep durations after sleep deprivation.

Tucci and Nolan review the genetics of sleep in mice. They highlight the importance of understanding the genetic mechanisms of sleep – for example, by identifying functional genes. Mouse models of sleep disorders are also extremely useful for probing potential functional effects of sleep-related genes. Current progress
in mouse functional genetics promises to increase the rate of discovery of sleep-related genes. There can be little doubt that basic sleep processes are influenced by genes, and it may be that separate sets of genes regulate expression of REM and NREM in mammals.

Chapters by Zhdanova and Kavanau review the literature on sleep in fishes. Fish are an ancient lineage and exhibit extensive variation in behavior and ecology. Resting behavior in fish shares several similarities with mammalian sleep. The behavioral criteria for sleep, such as periodic reduction in activity, increase in arousal threshold, and rebound after sleep deprivation are common in fish. Similarly, the principal neuronal structures involved in mammalian sleep, with the notable exception of the cerebral cortex, are conserved in fish and have neurochemical composition similar to that of higher vertebrates. In her studies of zebra fish, Zhdanova demonstrated both increased duration of sleep and changes in plasticity and behavioral performance following sleep deprivation.

Kavanau focuses on the phenomenon of schooling in fishes and the effects of schooling on sleep. Kavanau points out that by virtue of the rich variety and great permissiveness of aquatic habitats, some fish appear never to have encountered selective pressures for sleep. It is remarkable that three continuously active states of perpetual vigilance exist in these fishes, in which they achieve comparable, and even greater, benefits than accrue to animals that sleep. Even some continuously active but nonschooling fishes (some “pelagic cruisers”) probably achieve highly efficient brain operation at all times, illustrating the exceptional demands of pelagic environments (open oceans).

Rial et al. review sleep processes in reptiles. While behavioral signs of sleep are clearly observable in reptiles, correlations between these behavioral signs of sleep and selected EEG indices are difficult to evaluate, given the complexities of recording sleep EEGs from the reptilian scalp and brain. Early studies of reptilian sleep reported an association between behavioral sleep and intermittent high-voltage spikes and sharp waves recorded from various brain structures in crocodilians, lizards, and turtles. Other investigators found no such association between behavioral sleep and high-amplitude spikes and sharp waves in the same animals. Rial et al. propose that mammalian sleep is a residual of reptilian waking states that were shunted aside when new cortical-based waking states became possible in early mammals.

Because birds and mammals exhibit electrophysiological signs of both REM and NREM while reptiles do not, sleep processes in birds and mammals may reflect common descent from a reptilian ancestor with similar sleep patterns. Alternatively, similar sleep processes of birds and mammals may be due to convergent evolution. Convergent evolution would suggest that similar sleep patterns of birds and mammals occur because these animals developed a similar solution to a common
problem. Both birds and mammals are endothermic species. Sleep processes are implicated in temperature regulation, at least in mammals, and therefore the evolution of similar REM and NREM sleep processes in birds and mammals may be due to the emergence of the need for complex thermoregulatory processes to support endothermy in these animals.

Rattenborg and Amlaner review the literature on sleep in birds. As in mammals, birds can either sleep with a monophasic pattern (one consolidated period of sleep per day) or a polyphasic pattern (several short episodes of sleep per day). Birds also appear to exhibit a special form of slow-wave activity (SWA) and very little REM-like sleep. As in aquatic mammals, unilateral eye closure and unihemispheric slow-wave sleep (USWS) also occur in birds. Rattenborg and Amlaner first describe the basic changes in brain activity and physiology that accompany avian SWS and REM sleep. The unihemispheric nature of avian sleep is emphasized and reduction in sleep expression in migratory birds is considered. Rattenborg and Amlaner note that SWS-related spindles and hippocampal spikes, and the hippocampal theta rhythm that occurs during mammalian REM sleep, have not been observed in birds, even though they are readily detectable in epidural EEG recordings from the mammalian neocortex. They propose that the evolution of similar sleep states in mammals and birds is linked to the convergent evolution of relatively large and highly interconnected brains capable of complex cognition in each group.

Thakkar and Datta review the evolution of REM sleep. There is no evidence to suggest that REM sleep is present in invertebrates. Within the vertebrates, there is no evidence that supports the presence of REM sleep in fishes or amphibians. Some weak evidence exists to indicate the presence of REM sleep in reptiles, but further detailed studies are necessary before it can be concluded with any certainty that REM sleep is present in reptiles. REM sleep is definitely found in birds, marsupials, and mammals. However, major differences exist between avian and mammalian REM sleep. As compared to mammals, for example, REM bouts are shorter and the total amount of time spent in REM sleep is much smaller in birds than in mammals. These differences between birds and mammals may provide clues about the function of REM sleep.

The chapters by Capellini et al. and Nunn et al. utilize recent advances in phylogenetic methods in their analyses of the adaptive function of sleep in mammals and primates, respectively. Phylogenetic comparative analyses provide a means to reconstruct ancestral states, examine correlated evolution, and identify variation in how traits change over time. Capellini et al. review their work on the links between ecology and sleep in mammals. They show that predation pressure, trophic niche, and energy demands can, in part, explain patterns of interspecific variation in mammalian sleep architecture. Thus, the ecological niche that animals inhabit can exert significant evolutionary pressure on sleep durations as well
as on how sleep is organized across the daily cycle. Nunn et al. focus on primate
sleep, using a taxonomic subset of data that was analyzed by Capellini et al. They
reconstruct the evolutionary history of primate sleep, use the data to investigate
the function of sleep in primates, and pinpoint species in need of further research.
In one new finding, Nunn et al. show that nocturnal species have longer sleep
durations than do diurnal species.

McNamara and Auerbach discuss evolutionary medicine as a relatively new field
of inquiry that attempts to apply findings and principles of evolutionary anthro-
pology and biology to medical disorders. Although several medical disorders have
been explored from the perspective of evolutionary medicine (see the collection of
papers in Trevathan, Smith, & McKenna, 1999, 2007), sleep disorders have not so
far been among them. This gap should be seen as an opportunity, as application
of evolutionary theory to problems of sleep disorders may yield significant new
insights into both causes and solutions of major sleep disorders. McNamara and
Auerbach note that natural selection operates on the intensity dimension of sleep
and thus that insomnia can be construed as resistance to homeostatic drive. Dis-
orders involving excessive amounts of sleep, on the other hand, appear to be the
result of chronic immune system activation.

**Lacunae**

A single volume cannot possibly cover all the dimensions of sleep across
the tree of life or in the context of new advances in understanding sleep genetics
and physiology. It is worth mentioning two areas that are not covered in this book:
sleep in aquatic mammals and the phenomena of hibernation and torpor.

Sleep in aquatic mammals was recently the focus of a comprehensive review
(Lyamin, Manger, Ridgeway, et al., 2008) and so is not covered here. Aquatic mam-
mals include cetaceans (dolphins, porpoises, and whales), carnivores (seals, sea
lions, and otters), and sirenians (manatees). These species are important because
they depart from the typical patterns of mammalian sleep, for the obvious reason
that they must come to the surface to breathe. Cetaceans exhibit a clear form of
unihemispheric SWS (USWS). EEG signs of REM are absent, but cetaceans show
other behavioral signs of REM, including rapid eye movements, penile erections,
and muscle twitching. The two main families of pinnipeds, Otariidae (sea lions and
fur seals) and Phocidae (true seals), show both unihemispheric and bihemispheric
forms of sleep. Phocids sleep underwater (obviously holding their breaths) while
both hemispheres exhibit either REM or SWS. Amazonian manatees (Trichechus
inunguis) also sleep underwater, exhibiting three sleep states: bihemispheric REM,
bihemispheric SWS, and USWS. Both hemispheres awaken when the animal sur-
faces to breathe.

Departures from the typical mammalian pattern provide an opportunity to test specific functions of sleep. For example, sleep deprivation in an animal exhibiting unihemispheric sleep has been shown to result in unihemispheric sleep rebound, prompting some authorities to claim that sleep serves a primary function for the brain rather than the body. The data on unihemispheric sleep in marine mammals also suggest that REM and NREM serve distinct functions, as animals without full polygraphic REM can survive. In addition, when REM occurs in marine mammals, it is always bihemispheric. The bilateral nature of REM may be considered one of its costs, and the brain structure of certain marine mammals, apparently, cannot bear these costs.

Hibernation and torpor are not typically considered part of the definition of behavioral sleep—yet intuitively most investigators feel that hibernation and torpor are states closely related to sleep. Several orders of mammals contain hibernating species or species that enter torpor, including the monotremes (echidna), the marsupials (mouse opossum), insectivores (hedgehog), bats (brown bat), primates (dwarf lemur), and some rodents (Kilduff, Krilowicz, Milsom, et al., 1993). Contrary to popular belief, bears are not true hibernators. During winter their body temperature does not decrease beyond the level of normal sleep, and the bear remains alert and active in its den. Typically it is the pregnant female who retires to the den for the entire winter. She gives birth to her cubs and nourishes them, often while in a state of sleep. To accomplish this feat, she bulks up during the feeding season and lives off fat reserves during the winter.

Interestingly, a hibernation bout is entered through slow-wave sleep (SWS), which thus suggests that some links exist to physiological processes involved in sleep. Body temperature drifts to ambient temperature until it is below $10^\circ$C. Metabolism shifts to lipid catabolism in a kind of slow starvation. Both REM sleep and wakefulness are suppressed. Interestingly, animals arouse from hibernation and promptly go into SWS, suggesting to some investigators that the hibernating animal is in fact sleep-deprived! Whatever the function of hibernation, the fact that the hibernator regularly arouses to go into SWS suggests that the function of SWS may not simply be to conserve energy, as hibernation would be a more efficient way to conserve energy.

**Future directions**

Further comparative and field research are needed to improve our understanding of sleep. In particular, it remains unclear whether ecological correlates of sleep durations found in well-studied groups, such as mammals, also account for patterns of sleep in other groups, such as birds, insects, reptiles, and fish. Similarly, more studies are needed on the links between sleep cycles, number of sleep bouts per day, and ecology as well as whether consolidating sleep into
a single uninterrupted time period provides more efficient acquisitions of the benefits of sleep (Capellini, Nunn, McNamara, et al., 2008b). Other gaps in our knowledge include the effects of environmental seasonality on circadian rhythms and sleep, the links between sleep and infection in wild animals, quantification of the “opportunity costs” of sleep, and better understanding of how ecological factors constrain sleep. In the latter case, for example, could it be that the great energy requirements of some of the largest dinosaurs would have eliminated their opportunity for sleep? Models of sleep ecology coupled with digestive physiology could help to shed light on this question.

Another critical area for future research involves measures of sleep intensity. This could be achieved by tabulating those studies that provide quantitative data on SWA. Intensity indexes physiological need and is thus a target of natural selection. Avian sleep is similar to mammalian sleep in many ways except that SWA alone may not index sleep intensity in avian species as accurately as it does in mammalian species. Thus, a comparison of intensity expression in mammals versus birds may reveal potential additional sleep factors (e.g., depth or length of the sleep cycle) that are required for restorative effects of sleep in birds. Similarly, there is currently little understanding of what can be termed the evolutionary architecture of sleep: how variations in the physiological intensity of sleep, the length of sleep cycles, the length of sleep bouts and daily sleep durations, all interrelate. The determination of this architecture should lead to greater understanding of how constraints on overall sleep durations are accommodated at a physiological level.

Sleep function remains an enigma of modern biology. This is especially surprising in view of the substantial time animals and humans spend in this distinct physiological state, major similarities in its behavioral manifestations observed in different species, and typically deleterious effects of sleep deprivation on behavioral, autonomic, and cognitive functions. Although all this attests to sleep being a basic necessity, the question of whether sleep function is single and universal among diverse taxa remains to be determined. To reveal such common function requires in-depth investigation of the sleep processes in phylogenetically distant organisms that are adapted to different environments.

The study of variation in sleep expression among human populations also needs attention. It is likely that sleep duration, sleep phasing, and sleep expression varies dramatically across cultures, yet very few reliable data exist on this matter. Sleep of hunter-gatherers likely differs substantially from sleep of city dwellers in industrialized nations, for example. Surely ecologic conditions of a culture impacts sleep expression in that culture.

One last critical area for future research involves the collection of new data on sleep from wild mammals and birds. Most of the data in existing comparative
databases comes from laboratory animals subjected to conditions different from those in the wild. Just as we might imagine that our own sleep would vary considerably if we were forced to sleep in the wild without shelter, easy access to food, or clothing, so can we imagine that animals will sleep differently when brought into conditions that are both more stressful (e.g., in terms of restraints or constant lighting) and less stressful (e.g., with constant access to food). Recent advances in EEG data loggers are providing new opportunities to collect data from wild animals that are ranging freely in their natural habitats (Rattenborg, Martinez-Gonzalez, & Lesku, 2009; Rattenborg, Martinez-Gonzalez, Lesku, et al., 2008; Rattenborg, Voirin, Vyssotski, et al., 2008). As these breakthrough methods are applied to more species of animals, we are likely to code at least some species as having different sleep durations. It will be interesting to see if new estimates of sleep from wild animals lead to different conclusions in comparative tests.

In summary, the study of sleep is at an exciting stage. Together with advances in the genetics and physiology of sleep, our understanding of sleep in different taxonomic groups is finally providing some answers to the question: Why do we sleep? Future research will undoubtedly build on the research synthesized here and elsewhere, and perspectives on functional aspects of sleep expression will change as this field of research develops.
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Ecological constraints on mammalian sleep architecture

ISABELLA CAPELLINI, BRIAN T. PRESTON, PATRICK MCNAMARA,
ROBERT A. BARTON, AND CHARLES L. NUNN

Introduction: sleep and ecology

All mammals so far studied experience some form of sleep. When mammals are sleep-deprived, they generally attempt to regain the lost sleep by exhibiting a “sleep rebound,” suggesting that sleep serves important functions that cannot be neglected (Siegel, 2008; Zepelin, 1989; Zepelin, Siegel, & Tobler, 2005). When sleep deprivation is enforced on individuals, it is accompanied by impaired physiological functions and a deterioration of cognitive performance (Kushida, 2004; Rechtschaffen, 1998; Rechtschaffen & Bergmann, 2002). In the rat, prolonged sleep deprivation ultimately results in death (Kushida, 2004; Rechtschaffen & Bergmann, 2002). Together, these observations suggest that sleep is a fundamental requirement for mammalian life, and much research has focused on identifying the physiological benefits that sleep provides (Horne, 1988; Kushida, 2004).

Are there also costs associated with sleep? If so, what are the selective pressures that constrain the amount of time that individuals can devote to sleep? Sleep is probably associated with “opportunity costs” because sleeping animals cannot pursue other fitness-enhancing activities, such as locating food, maintaining social bonds, or finding mates. Sleeping animals may also pay direct costs. For example, sleep is a state of reduced consciousness, and thus sleeping individuals are less able to detect and escape from approaching predators (Allison & Cicchetti, 1976; Lima, Rattenborg, Lesku, et al., 2005). These ecological factors are likely to be important constraints on sleep durations and may also affect how sleep is organized over the daily cycle.

In this chapter, we review the evidence for how ecological factors, including predation risk and foraging requirements, might shape patterns of sleep among mammals. We also highlight the need for more research on the degree to which
animals can exhibit flexibility in their sleep requirements, as such plasticity could provide a means to overcome constraints, particularly when the costs associated with sleep vary on daily or seasonal time scales. We begin by discussing if the available data are informative and appropriate for studying the role of ecology in the evolution of sleep architecture. We then move on to review how different characteristics of sleep have evolved alongside one another, as these traits form the foundation for our discussion of ecological constraints that follows.

We restrict our discussion to terrestrial mammals and exclude monotremes, such as the platypus (*Ornithorhynchus anatinus*) and echidna (*Tachyglossus aculeatus* and *Zaglossus* sp.). Aquatic mammals (Cetacea, Pinnipedia, and Sirenia), in fact, exhibit a different sleep architecture (with facultative or obligatory unihemispheric sleep; Rattenborg & Amlaner, 2002; Siegel, 2004), and it is still uncertain whether monotremes possess two distinct sleep states – rapid-eye-movement (REM) and non–REM (NREM) sleep – as is observed in most other mammals (Zepelin et al., 2005). We note, however, that the dramatic differences in sleep characteristics of terrestrial and aquatic mammals provide evidence for the claim that ecology influences sleep architecture. In aquatic environments, mammals appear to forego REM sleep – or at least REM indices are truncated in aquatic species relative to the range of values seen in terrestrial species – and unihemispheric NREM sleep is found (Zepelin et al., 2005). Some authors argue that the evolution of unihemispheric sleep and suppression of REM sleep, with its associated paralysis, allows cetaceans and eared seals to maintain the motor activity necessary to surface and breathe (Mukhametov, 1984, 1995), while others suggest unihemispheric sleep might facilitate predator detection (reviewed in Rattenborg, Amlaner, & Lima, 2000) or help balance heat loss to the water by constantly swimming (Pillay & Manger, 2004).

**Sleep and laboratory conditions**

The large majority of sleep estimates have been obtained from laboratory animals, mostly because of the difficulties associated with recording sleep times using electroencephalographic (EEG) equipment in the wild. This raises two potential challenges for comparative studies that aim to understand the evolution of sleep architecture. First, different laboratory conditions and procedures may impact sleep times, creating error in comparative datasets composed of data from different research groups. Second, it is possible that sleep times in a laboratory setting do not reflect sleep times in the wild (Bert, Balzamo, Chase, et al., 1975; Campbell & Tobler, 1984; Rattenborg, Voirin, Vissotski, et al., 2008). In addition to these concerns about data quality, comparative studies must consider the possibility that more closely related species exhibit more similar trait values, which
can inflate rates of type I errors (Felsenstein, 1985; Garland, Bennett, & Rezende, 2005; Harvey & Pagel, 1991; Martins & Garland, 1991; Nunn & Barton, 2001). Thus, comparative studies on any biological trait need to assess whether there is a “phylogenetic signal” in the data (Blomberg & Garland, 2002; Blomberg, Garland, & Ives, 2003; Freckleton, Harvey, & Pagel, 2002), and if so, to control for the resulting nonindependence statistically. In this section, we address the first two issues, while the importance of accounting for species’ shared evolutionary history is discussed by Nunn et al. in Chapter 6 of this volume.

First, concerning data quality, the data collected on different species must be comparable for cross-species evolutionary studies to be informative. This is particularly important in the case of sleep studies, given that different housing conditions and measurement procedures have the potential to influence sleep duration estimates (Berger, 1990; Bert et al., 1975; Campbell & Tobler, 1984; Siegel, 2005). For example, total daily sleep was twice as high in guinea pigs (Cavia porcellus) that were habituated to laboratory conditions as compared to nonhabituated animals (Jouvet-Monier & Astic, 1966). Other factors that might influence the comparability of data in different studies include the amount of time over which sleep is examined, ad libitum feeding conditions, photoperiod, ambient temperature, whether experimental animals were restrained during the recording session, and finally whether EEG methods were used (Campbell & Tobler, 1984).

Using an updated comparative dataset on adult sleep quotas for 127 mammals (McNamara, Capellini, Harris, et al., 2008), we assessed how laboratory procedures influence estimates of sleep quotas and total sleep time in terrestrial mammals by comparing sleep durations from the same species that were obtained under different conditions (Capellini, Barton, McNamara, et al., 2008a). We found that studies that recorded sleep for less than 12 hours significantly underestimated sleep times; similarly, EEG estimates of sleep duration were higher than behavioral estimates (Capellini et al., 2008a). Surprisingly, there was no statistically significant difference between studies in relation to habituation and restraint. However, a small sample size (n = 5) might explain the lack of significance; further tests should be carried out when more data for these and other variables become available.

Importantly, when we investigated the evolution of mammalian sleep architecture with a “restricted” dataset of sleep estimates collected under consistent laboratory conditions (EEG estimates with at least 12 hours recording time), the pattern of association between sleep and several variables of interest changed greatly (Capellini et al., 2008a), thus casting doubt on a number of inferences that had been drawn from previous analyses. For example, a previously reported positive relationship between mammalian brain sizes and REM sleep durations (Lesku, Roth, Amlaner, et al., 2006) became nonsignificant when data collected under consistent procedures were used.
Second, concerning the ecological validity of sleep estimates collected in the laboratory, comparative studies assume that sleep durations recorded in the laboratory reflect sleep times in the wild. This assumption is justified by claims that either sleep is a functional requirement, and therefore has little variability in its expression, or that sleep in the laboratory is an estimate of the optimal sleep need for a species (Campbell & Tobler, 1984). Under the latter scenario, wild animals may sleep less than is recorded in the laboratory, because ecological and social factors might disrupt and reduce the time available for sleep. In the wild, sleep times may more closely represent the minimal sleep requirement of an individual (Rattenborg et al., 2008).

Until more data on sleep durations of different species in the wild have been recorded, this issue cannot be resolved, as the evidence that is currently available is conflicting. Saarikko and Hanski (1990), for example, have shown that total sleep time did not vary between laboratory and wild conditions in three species of shrews (Sorex araneus, S. isodon, S. caecutiens). They found differences in the overall activity level, however, with wild shrews spending more time traveling to and from foraging sites at the expense of time spent resting quietly. In contrast, a recent landmark study on sloths (Bradypus variegatus) (Rattenborg et al., 2008) found that wild sloths appeared to sleep less (9.63 h/day) than sloths in a laboratory setting (15.85 h/day) (Galvão de Moura Filho, Huggins, & Lines, 1983). This finding was obtained by fitting minimally invasive EEG recorders on wild animals, and the authors concluded that this disparity was caused by differing conditions in the laboratory and in natural settings. The same study found that the EEG structure of REM and NREM sleep did not vary between laboratory and wild animals.

While the ability to record sleep in the wild is a major advance, the interpretation of the findings of Rattenborg et al. (2008) must be treated with some caution. The total sleep time estimated in the laboratory was based on the average sleep durations of adults and an unspecified number of juveniles (Galvão de Moura Filho et al., 1983) and, because sleep times in mammals can be much higher in juveniles than in adults (Zepelin et al., 2005), it is unclear to what extent the greater sleep durations recorded in the laboratory study were due to the inclusion of these younger animals. Thus, it remains an open question whether laboratory procedures provide appropriate estimates of sleep times in the wild.

**Sleep architecture: Correlated evolution of sleep durations, sleep cycle length, and phasing of sleep**

Mammalian sleep is composed of two distinct states — REM sleep and NREM sleep — and these states alternate in cycles over a sleep bout (Zepelin, 1989; Zepelin et al., 2005). REM and NREM sleep exhibit contrasting physiological
Figure 1.1. Interspecific variation in total sleep time in terrestrial mammals. Although more distantly related species might still have similar sleep durations by convergent evolution, closely related species are more similar to one another in sleep durations than expected by chance (REM sleep shown in light grey and NREM sleep in dark grey). Statistical analyses have proven that sleep times thus exhibit a strong "phylogenetic signal" (see Capellini et al., 2008a), i.e., phylogeny correctly predicts the pattern of variation in sleep architecture among the species. This suggests that some of the variance in sleep architecture is due to common ancestry. (Phylogenetic tree and sleep quotas from Capellini et al., 2008a.)
characteristics, which have led scientists to suggest that the two sleep states have distinct functions (Rechtschaffen, 1998; Siegel, 2005; Zepelin, 1989; Zepelin et al., 2005). The term “sleep architecture” encompasses how much time is spent in REM and NREM sleep (sleep quotas), the duration of the REM–NREM sleep cycles, and how sleep is organized and distributed across the daily cycle (phasing of sleep).

Mammals vary extensively in all these sleep traits (see Figure 1.1). For example, average total daily sleep duration ranges from 3 hours in the donkey (Equus asinus) (Ruckebush, 1963) to 20 hours in armadillos (Chaetophractus villosus) (Affani, Cervino, & Marcos, 2001), while average sleep cycles vary from 6 minutes in the chinchilla (Chinchilla lanigera) (Van Twyver, 1969) to 90 minutes in humans and chimpanzees (Pan troglodytes) (Tobler, 1995). Finally, there is great interspecific variation in how sleep time is organized within the activity budget. Sleep can be concentrated mostly in one bout per 24 hours (monophasic sleep) or divided into multiple bouts interrupted by waking phases (polyphasic sleep) (Ball, 1992; Stampi, 1992). This remarkable diversity in sleep architecture is probably due to interspecific differences in both the benefits and the costs of sleep.

How do these different characteristics of sleep architecture evolve with one another and what can we infer from these patterns? Across terrestrial mammals, we found that NREM and REM sleep quotas increase with one another (see Figure 1.2), and most of total sleep time was composed of NREM sleep (Capellini et al., 2008a). This pattern of correlated evolution between the two sleep states is in agreement with the results of physiological studies showing that REM and NREM sleep are physiologically integrated (Ambrosini & Giuditta, 2001; Benington & Heller, 1994, 1995; Steiger, 2003; Van Cauter, Plat, & Copinschi, 1998). For

**Figure 1.2.** Correlated evolution of REM and NREM sleep durations. Phylogenetically independent contrasts analysis showed that REM and NREM sleep times are positively associated in terrestrial mammals ($t_{58} = 4.47$, $R^2 = 0.26$, $P < 0.0001$). Only species with EEG estimates and a recording time of at least 12 hours were included in the analysis. (From Capellini et al., 2008a.)
example, some authors suggest that REM partially reverses some of the processes occurred during NREM sleep (such as neural activation/deactivation of different brain regions or regulation of hormone release) (Benington & Heller, 1994, 1995), while others focus on the integration of NREM and REM sleep in memory processing (Ambrosini & Giuditta, 2001). Our results reveal that this integration remains even when examining patterns at the cross-species level, at least in terms of correlations among sleep state durations. Consistent with the “constraints” framework presented here, these results also suggest that when animals have more time available for sleep, they increase both sleep states.

Our comparative tests revealed that mammals that sleep polyphasically and in short REM–NREM sleep cycles have longer NREM (but not REM) sleep quotas than those that sleep monophasically or with longer sleep cycles (see Figure 1.3a to d) (Capellini, Nunn, McNamara, et al., 2008b). In addition, polyphasic sleep and short sleep cycles are associated with each other (see Figure 1.3e) and with smaller body size, and polyphasic sleep is the ancestral state in mammals (Capellini et al., 2008b).

Laboratory studies have shown that both monophasic sleepers and polyphasic sleepers exhibit “light” and “deep” NREM stages (with some groups having up to four different NREM stages – such as primates; e.g., Berger & Walker, 1972; Bert, Pegram, Rhodes, et al., 1970; Lesku, Bark, Martinez-Gonzalez, et al., 2008; Ursin, 1968; Wauquier, Verheyen, Van Den Broeck, et al., 1979). Therefore we proposed that monophasic sleep and sleeping with longer REM–NREM sleep cycles may be favored evolutionarily because they represent a more efficient way to gain the benefits of sleep. Organizing sleep into longer cycles across one daily bout would reduce the amount of time that animals spend in the lighter stages of sleep, which appears to be necessary to achieve the deeper and probably more beneficial sleep phase (e.g., slow-wave sleep, or SWS, during NREM sleep). This effect arises because partitioning one SWS phase into more bouts or cycles would require a phase of light sleep for each additional deep sleep bout or cycle (Figure 1.4).

Therefore monophasic sleepers and species with long sleep cycles may be able to gain more benefits from the same overall time asleep, as compared to polyphasic or short-cycle sleepers (Ball, 1992; Capellini et al., 2008b). This hypothesis could be investigated by examining the efficiency of monophasic and polyphasic sleep in the laboratory and by testing the degree to which light sleep stages can be skipped or compressed in time. A recent study on the plastic response of sleep architecture to predation in rats, however, showed that both REM and NREM sleep times were reduced after encounters with predators, while the time in light sleep stages was unaffected (Lesku et al., 2008, and see below).
Figure 1.3. Correlated evolution of sleep durations with phasing of sleep and sleep-cycle length. Phylogenetically independent contrasts of sleep-cycle length with (a) REM sleep ($t_{25} = -2.93, R^2 = 0.26, P = 0.007$) and (b) NREM sleep ($t_{25} = -3.33, R^2 = 0.31, P = 0.003$). Phasing of sleep with (c) REM sleep ($t_{43} = 3.56, R^2 = 0.23, P = 0.001$; after bootstrapping: $p = 0.132$), (d) NREM sleep ($t_{43} = 2.35, R^2 = 0.11, P = 0.024$), and (e) sleep-cycle length ($t_{22} = -4.07, R^2 = 0.43, P = 0.001$; after bootstrapping: $P = 0.054$). Only species with EEG estimates and a recording time of at least 12 hours were included in the analysis. Phasing of sleep was coded and treated as a dummy variable in the comparative tests (0 = monophasic sleep; 1 = polyphasic sleep). (From Capellini et al., 2008b.)
Figure 1.4. Sleep durations and efficiency. Total sleep time increases when deep sleep is fragmented into more bouts or shorter sleep cycles because for each new bout or episode of “deep sleep,” a new “episode” in transitional light sleep is required. Thus, assuming that sleep intensity is held constant, even though the overall time in deep sleep is equivalent in (a) and (b), total sleep time is greater when sleep is fragmented (b). This might explain why monophasic sleep and sleeping in longer cycles are associated with shorter NREM sleep durations.

Sleep architecture and predation

Predation is believed to be among the most influential factors shaping mammalian sleep, but the nature of its influence is still debated. Some authors have argued that sleep may have evolved to protect animals from predators by making them less conspicuous when other activities are dangerous or unprofitable (the “immobilization hypothesis”; Meddis, 1975; Zepelin et al., 2005). However, we agree with the alternative view that predation – in combination with the safety level of the sleep site – is likely to represent a constraint on how much time individuals can spend asleep. Responsiveness to external stimuli is reduced during sleep (Zepelin et al., 2005); thus a sleeping animal is less aware of potential threats than an animal that is quietly resting (Tobler, 2005). Sleep should therefore be associated with a greater risk of predation relative to quiet resting (Allison & Cicchetti, 1976; Lima et al., 2005), particularly when an animal is sleeping in an open area with no shelter (see below).

If sleep is a dangerous state, sleep time is predicted to be reduced in species that face higher predation risk; for example, (1) in species that sleep in more exposed sleeping sites (e.g., on the ground in open grassland) as compared to species that sleep in fully enclosed sleeping sites (e.g., tree holes or dens), and (2) in “prey” relative to “predators.” These predictions have been supported by various studies that developed indices of animals’ vulnerability while sleeping and diet-based indices as surrogates of trophic level (Allison & Cicchetti, 1976; Capellini et al., 2008a). Both REM and NREM sleep durations are lower when animals sleep in more exposed and vulnerable sites and have a more herbivorous diet (see Figure 1.5; but see next section for the relationship between diet and sleep time). These findings indicate that total sleep time is constrained in species
that experience higher predation risk (Allison & Cicchetti, 1976; Capellini et al., 2008a).

The impact of ecological factors on the evolution of sleep architecture in mammals appears to be more complex than has so far been appreciated. Consider, for example, the expectation that an animal’s predation risk while sleeping should decrease as a function of group size, owing to detection and dilution effects (reviewed in Caro, 2005). One might therefore predict that individuals that commonly sleep in groups should suffer lower predation risk than those sleeping alone and should thus be less constrained in their opportunity to sleep. Contrary to this
prediction, however, both REM and NREM sleep quotas are significantly lower in species that sleep socially as compared to those in which individuals sleep alone (Capellini et al., 2008a) (see Figure 1.6).

This result suggests that social species face a trade-off between socializing and sleeping, raising the intriguing possibility that sociality might have influenced the evolution of sleep architecture. Alternatively, individuals that sleep socially may perceive their immediate surrounding as safer and could therefore increase the intensity of sleep, thus gaining the benefits of sleep more rapidly (Capellini et al., 2008a). Further studies are needed to test the idea that social species sleep less but more efficiently and to evaluate if and to what extent sociality constrains the time available for sleep.

In addition to constraining sleep durations, predation may influence how the benefits of sleep are obtained and how sleep is organized; specifically, predation may influence the length of the REM–NREM sleep cycle and the number and duration of sleep bouts per day (Lima et al., 2005; Van Twyver & Garrett, 1972; Voss, 2004). Based on the observation that episodes of REM sleep at the end of a cycle are often followed by brief arousals to waking, greater predation pressure may lead to shorter sleep cycles, resulting in more opportunities to monitor the surrounding environment for predators (Lima et al., 2005; Van Twyver & Garrett, 1972; Voss, 2004). Applying a similar argument to phasing of sleep, the number of sleep bouts per day should be greater in species that face higher predation risk, because a polyphasic sleep pattern would avoid prolonged time in a vulnerable state.

Figure 1.6. Sleep durations and social sleep behavior. Phylogenetically independent contrasts of NREM and REM sleep times are shorter when the degree of social sleep behavior is greater (NREM: $t_{42} = -2.39$, $R^2 = 0.12$, $P = 0.021$; REM: $t_{42} = -3.09$, $R^2 = 0.19$, $P = 0.004$). Social sleep behavior was coded as: 1 = both sexes sleep alone; 2 = females but not males with socially (sleeping with the offspring was not considered social sleep unless it was prolonged into adulthood); 2 = both males and females sleep socially. (From Capellini et al., 2008a.)
state of low consciousness (Ball, 1992; Capellini et al., 2008b; Stampi, 1992; Tobler, 1989).

The hypothesis that increased perceived risk of predation leads to more frequent arousals per sleep bout has found support in studies at the individual level in wild birds (Gauthier-Clerc, Tamisier, & Cezilly, 1998, 2000, 2002; Lendrem, 1983, 1984) and laboratory rats (Broughton, 1973; Lesku et al., 2008; see below). In a comparative analysis in terrestrial mammals, however, both sleep-cycle length and the phasing of sleep were unrelated to surrogate measures of predation risk (sleep site exposure, social sleep behavior, and trophic level) that have been shown to impact sleep durations (Capellini et al., 2008b). This result may not be surprising in the light of studies on vigilance behavior in the wild, which show that a high scanning frequency seems to be employed to detect approaching predators (from a few seconds to a few minutes; Caro, 2005). These scanning rates would not be achieved even with the shortest sleep cycles that have been recorded in mammals, and thus shorter sleep cycles may not be an effective way to detect approaching predators. We argue that the species’ trophic niche, energetics, and body mass may instead explain the evolution of the phasing of sleep (Capellini et al., 2008b) (see next section).

Other aspects of predation pressure may also influence the phasing of sleep. For example, species that are predated by generalist predators may be able to adjust the timing of their sleep period to minimize the risk of predation (Fenn & Macdonald, 1995; Lima et al., 2005). In this respect, a polyphasic sleep pattern is believed to be advantageous because it may be associated with a more flexible time budget (Lima et al., 2005; Tobler, 1989). Conversely, a species that is mostly predated by a specialist predator would benefit little from modifying its activity pattern, because the predator would adjust its own activity in accordance with that of the prey (Lima et al., 2005). Finally, drowsiness may represent a “state of vigilance with light sleep” that allows species under intense predation pressure to gain some of the benefits of sleep without the additional vulnerability associated with deeper sleep stages (Lima et al., 2005; Makeig, Jung, & Sejnowshi, 2000; Noser, Gygax, & Tobler, 2003).

**Sleep, trophic niche, and energetics**

Trophic niche might represent another important ecological factor that affects sleep architecture. We previously mentioned that “predators” sleep for longer periods than “prey”; this result was based on diet-based indices used as a proxy for trophic level (Allison & Cicchetti, 1976; Capellini et al., 2008a; Lesku et al., 2006). However, the finding that a more herbivorous diet is associated with shorter sleep times is also compatible with the hypothesis that trophic niche dictates how
much time is necessary to find, acquire, and process food; thus there might be trade-offs between foraging time (in this broad sense) and sleep time (Allison & Cicchetti, 1976; Capellini et al., 2008a; Elgar, Pagel, & Harvey, 1988). Although a direct comparative test of this hypothesis has not yet been carried out, primates with a more folivorous diet spend more time resting (which includes both quiet resting and sleep) relative to species with a frugivorous diet (Oates, 1987; see also Chapter 6 in this volume). This is probably because fruits are more dispersed in the environment and therefore more time is needed to find them.

Acerbi, McNamara, and Nunn (2008) argue that phasing of sleep and sleep durations are potentially influenced by how trophic resources are distributed in the environment relative to sleep sites. Using an agent-based model, the authors showed that when trophic resources are distributed in discrete patches and sleep sites are more distant from foraging sites, sleep time is reduced. Furthermore, sleep tends to be concentrated in one bout per day, so that travel time between foraging and sleep sites is minimized. This intriguing proposal has yet to be validated with field studies and comparative tests.

The energy requirement of an animal is an important biological trait that may link foraging effort and sleep time. Specifically, Allison and Cicchetti (1976) suggested that large-bodied species with high energy demands have less time available for sleep because, with their greater metabolic needs, these species must spend a greater proportion of the daily cycle foraging. Although sleep durations are unrelated to body mass after controlling for phylogeny (Capellini et al., 2008a; Lesku et al., 2006), comparative tests have shown that REM and NREM sleep time are inversely related to basal metabolic rate (a surrogate measure of total daily energy expenditure) after controlling for body mass (Capellini et al., 2008a) (see Figure 1.7).
In other words, species that have a higher metabolic rate than expected for their size sleep less. This result provides support for the hypothesis that a trade-off exists between time that is available for foraging and time that can be spent sleeping.

Finally, polyphasic sleep is associated with small body mass (Capellini et al., 2008b). We have suggested that this may be due to the limited fat reserves and high mass-specific metabolism of small mammals (Blackburn & Hawkins, 2004; Lindstedt & Boyce, 1984; Macdonald, 2006; Withers, 1992), which forces them to feed more frequently; hence they cannot spend long periods of time asleep and must instead adopt a polyphasic sleep pattern to meet their daily sleep and energy requirements. In agreement with this interpretation, shrews alternate short foraging and sleep (or rest) bouts, possibly because their small gut capacity limits ingestion rate (Saarikko, 1992; Saarikko & Hanski, 1990).

**How plastic is sleep architecture in mammals?**

Can individual mammals modify their sleep patterns in response to changes in environmental, ecological, and social factors? Or is sleep architecture relatively inflexible? We all have firsthand experience with pulling an “all nighter” when the need arises, and similar kinds of flexibility are likely to occur in wild animals. The majority of studies on plastic responses of sleep have been carried out in wild birds. These studies show that when birds perceive themselves to be under higher predation risk, they sleep less, arouse more frequently, and allocate more time to unihemispheric sleep at the expense of bihemispheric sleep (Gauthier-Clerc et al., 1998, 2000, 2002; Lendrem, 1983, 1984; Rattenborg, Lima, and Amlaner, 1999a, 1999b). Similarly, laboratory studies have shown that birds sleep less around the time of their seasonal migration, when they have to traverse large distances with little opportunity for sleep (Fuchs, Haney, Jechura, et al., 2006; Rattenborg et al., 2004).

In contrast to the growing literature on avian sleep flexibility, only two studies have assessed how mammals adjust their sleep patterns in response to increased predation risk (Broughton, 1973; Lesku et al., 2008). These revealed that sleep times are reduced and arousals to waking are more frequent in experimental rats after they are exposed to cats or humans mimicking predation in the laboratory (Broughton, 1973; Lesku et al., 2008). Sleep onset was delayed after the encounter with potential predators, and both NREM and REM sleep quotas were reduced. However, one study found that the mechanism by which this was achieved was different for each sleep state (Lesku et al., 2008). While NREM sleep time was reduced by shortening the duration of NREM sleep episodes but not their numbers (Figure 1.8), REM time was decreased by reducing the number but not the duration of REM sleep episodes, especially during early sleep bouts (Figure 1.9).
Lesku and colleagues (2008) concluded that the onset of REM sleep is delayed because it is the most vulnerable sleep state—that is, because of higher arousal thresholds and the loss of muscle tone during REM. An alternative explanation, however, is that REM sleep is “less physiologically important” than NREM sleep (Horne, 1988). Thus, under selective pressure to reduce time asleep, REM sleep would be sacrificed to a greater extent than NREM sleep. Interestingly, time in
Figure 1.9. Plastic response of REM sleep in rats after an encounter with humans mimicking predation. Total time in REM sleep was reduced in rats exposed to predation risk (grey) relative to baseline (black) (a), specifically by decreasing the number of REM episodes (c) but not their length (b). Significant differences between baseline and postencounter sleep are denoted by a triangle over the pairwise comparison. (From Lesku et al., 2008).

light sleep stages – which are supposed to be less restorative than deep SWS sleep – appeared to be unaffected by predator encounters (Lesku et al., 2008). This might support our suggestion that transitional stages from waking into deep sleep cannot be compressed in time or skipped and therefore that monophasic sleep would be more efficient than polyphasic sleep (Capellini et al., 2008b) (also see above). Further studies should assess whether this plastic response in sleep
architecture in laboratory rats represents a common response to predation across all mammals.

Finally, parasites represent an important ecological pressure, and various experimental studies have shown that sleep architecture is altered in response to an infection. In general, time spent in NREM sleep – specifically in SWS – increases with increasing body temperature in response to infection, while time in REM sleep is decreased (Bryant, Trinder, & Curtis, 2004; Majde, 2005). Further links between sleep and the immune system are suggested by the effect of sleep deprivation, which causes perturbations in immune function and effectiveness that may ultimately lead to death (Bryant et al., 2004; Majde, 2005). Thus, it may be that sleep serves an immune function and that flexibility in sleep architecture is required in order to meet the changing demands on the immune system. Comparative evidence supports this hypothesis, as longer REM and NREM sleep durations are associated with both greater numbers of immune cells and lower infection levels, indicating that species that have evolved longer sleep durations have been able to enhance their immune defenses (Preston, Capellini, McNamara, 2009). There is clearly a need to improve our understanding of how parasites have influenced the evolution of sleep architecture, and how facultative changes in sleep architecture might boost an animal’s ability to withstand infection. Future studies should also explore how socioecological factors influence the likelihood of infection and how this in turn might affect the evolution of sleep architecture.

Conclusions and future directions

Recent comparative research has reevaluated the importance of ecology in the evolution of sleep. These studies have shown that predation pressure, trophic niche, and energy demands can, in part, explain patterns of interspecific variation in mammalian sleep architecture (Capellini et al., 2008a,b). Thus the ecological niche that animals inhabit can exert significant evolutionary pressure on sleep durations as well as on how sleep is organized across the daily cycle.

Further comparative and field research is needed to improve our understanding of sleep. In particular, it remains unclear to what extent socioecological factors and activity period affect mammalian sleep architecture (see Chapter 6 in this volume). The possibility that some mammals are able to sleep more efficiently by consolidating their sleep into a single uninterrupted time period has yet to be assessed and could represent a major advance in our understanding of mammalian sleep (Capellini et al., 2008b). Other gaps in our knowledge include the extent to which sleep varies in mammals that experience environmental seasonality (Barre & Petter-Rousseaux, 1988; Palchykova, Deboer, & Tobler, 2003) and how sleep might be constrained during the breeding season or during long-distance migration.
(as in birds, Fuchs et al., 2006; Rattenborg et al., 2004). Physiological measures of sleep intensity are needed to evaluate whether sleep efficiency coevolved with sleep durations and the phasing of sleep.

In closing, comparative studies of mammalian sleep have begun to reveal fundamental links between ecology and sleep architecture. With the development of new techniques to characterize sleep in the wild (Rattenborg et al., 2008), major advances in our understanding of how ecology has influenced sleep are likely to be just around the corner. Comparative analyses are certain to play an integral role in these advances, especially as data accumulate for more mammalian species.
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Sleep in insects

KIRSTYNA M. HARTSE

Fond as the butterflies are of the light and sun, they dearly love their beds. Like most fashionable people who do nothing, they stay there very late. But their unwillingness to get up in the morning is equalled by their desire to leave the world and its pleasures early and be asleep in good time. They are the first of all our creatures to seek repose.

*The Naturalist on the Thames*, C. J. Cornish, 1902, p. 44

From these charming observations of insect quiescence made more than a century ago to current molecular and genetic studies in the fruit fly, the study of insect sleep during the last decade has evolved into a sophisticated field of inquiry for dissecting the potential cellular mechanisms controlling sleep in living organisms. The fundamental question of why we sleep continues to be unanswered, but it is likely that sleep in living organisms evolved from ancient origins (Allada & Siegel, 2008; Siegel, 2005). By examining insects, which have a long phylogenetic history, clues to the function and purpose of sleep may be discovered. Sleep in mammalian species such as humans, cats, and rodents has been well studied (Zeplin, Siegel, & Tobler, 2005). In contrast, there are relatively few systematic investigations of nonmammalian vertebrate sleep, and the literature is even sparser for invertebrate species. Insect sleep, with rare notable exceptions, is almost completely unstudied.

Why study sleep in insects? Although accurate estimates are difficult to obtain, the total number of insect species that have ever lived has been estimated at 100 million, and the number of living insect species is still very large, probably around 5 million (Grimaldi & Engel, 2005). In contrast, the number of living mammalian species is comparatively small, currently estimated at 4550 (Bininda-Emonds, Cardillo, Jones, et al., 2007). This diversity of insects suggests the potential for examining a broad spectrum of sleep behaviors and physiology. Furthermore, the study of insects holds significant potential for evaluating common, as well...
as unique, molecular mechanisms controlling the expression of sleep in living organisms.

From an evolutionary standpoint, insects are ancient organisms with a longer evolutionary history than that of mammals. The earliest fossil evidence indicates that insects have been in existence for at least 400 million years, and there are modern insect orders that appeared about 250 million years ago (Engel & Grimaldi, 2004). Many living insect species have changed little from their fossil ancestors (Grimaldi & Engel, 2005). Living mammals, on the other hand, appeared in the fossil record relatively recently. Most placentals originated by 100 million to 85 million years ago, and all living placentals had appeared by 74 million years ago (Bininda-Emonds et al., 2007). One underlying assumption in studying organisms with a known fossil record is that the behavior and physiology of currently living organisms mirror, or at least plausibly reflect, the behavior and physiology of ancient ancestors. However, this assumption may result in erroneous conclusions about current functions of a behavior such as sleep. Of course, physiology and behavior are elements that are not typically preserved in the fossil record, although the presence of avian-like behavioral sleep has been suggested in a fossil dinosaur (Xing, 2004). Therefore, even in insects with a well-documented fossil record, the conclusions that can be drawn about the origins of sleep behavior are necessarily limited. This limitation does not, however, diminish the importance of discovering currently existing mechanisms supporting a behavior such as sleep.

Before we begin a review of insect sleep studies, let us consider first how sleep is defined. There are two major approaches to this definition. One set of definitions is based on well-known behavioral criteria (Hartse, 1994). These criteria include a species-specific posture, behavioral quiescence, and state reversibility with stimulation to distinguish sleep from torpor, coma, or death. The expression of sleep is influenced by both circadian and homeostatic factors. Circadian influences, or the timing of sleep within the 24-hour day, have been well studied from a behavioral and molecular perspective, particularly in insects (for reviews, see Denlinger, Giebultowicz, & Saunders, 2001; Hastings & Herzog, 2004; Zheng & Sehgal, 2008). The homeostatic factor or the expression of “sleep drive” provides an additional important behavioral tool for evaluating the presence of sleep, and this concept is integral to the definition of sleep. To return to a state of homeostasis, organisms that are deprived of sleep exhibit a rebound in sleep behaviors following the period of deprivation (Tobler, 2005).

In addition to behavior, electrophysiological criteria can define sleep. Mammals have been more intensively studied than any other group (Zeplin et al., 2005), and unique electrophysiology has been discovered to bear a close relationship with behavioral state. Two distinctive, cyclically alternating phases of electrophysiological sleep accompany behavioral sleep: NREM (non-rapid-eye-movement) and REM
(rapid-eye-movement) sleep. During NREM sleep, high-amplitude cortical EEG (electroencephalograms) slow waves are present. REM sleep is characterized by a low-voltage, mixed-frequency EEG, rapid eye movements, and chin muscle atonia. In humans, dreaming is reported during this stage. As a result of the well-known relationship between behavior and electrophysiology, electrophysiology substitutes for the behavioral definition of sleep in most mammalian sleep studies.

Although the behavioral criteria for sleep have been applied to many different organisms, the electrophysiological definition of sleep and the implications for determining the “true” presence or absence of sleep in an organism based on electrophysiology have been swathed in controversy (for example, see Rattenborg, Lesku, Martínez-González, et al., 2007; Rial, Nicolau, Gamundí, et al., 2007a,b). This debate is beyond the scope of the current review. In vertebrates it is well established that virtually all mammals as well as birds exhibit both NREM and REM sleep (Amlander & Ball, 1994; Zeplin et al., 2005). Fish, amphibians, and reptiles, however, have been variously reported to exhibit neither, both, or either NREM or REM sleep (for a review, see Hartse, 1994). There are few electrophysiological studies in invertebrates, but there is divergence in the electrophysiological correlates associated with invertebrate behavioral sleep (Brown, Piscopo, DeStefan, et al., 2006; Ramon, Hernandez-Falcon, Nguyen et al., 2004). As we shall see, almost no studies are available describing the electrophysiological correlates of behavioral sleep in insects.

With their sophisticated neuroanatomy, well-defined electrophysiology, and varied behavioral repertoires, it might reasonably be expected that sleep could be defined unambiguously in vertebrates. Yet significant issues arise in defining vertebrate sleep, and the same might also be expected to occur in defining insect sleep. Additional challenges in studying insects are presented from a number of perspectives. The diversity of living insect species is far greater than the diversity of living vertebrates. This suggests that the potential for variations in behavior and physiology among insects is exceedingly large, and the generalization of findings to other insect species or even to vertebrates may be difficult. With some exceptions, such as giant beetles (Williams, 2001), most insects are relatively small organisms with compact central nervous systems, making behavioral observations potentially difficult and the electrophysiological study of brain activity even more so. The environments occupied by many insects, such as burrows or arboreal habitats, do not lend themselves to naturalistic observations in the laboratory. Despite these challenges, there have been studies of cockroaches, scorpions, bees, and fruit flies that have added to our knowledge of sleep.

This review examines the evidence for sleep in insects, beginning with observational studies and continuing to the burgeoning literature on the molecular and genetic studies of sleep in the fruit fly, *Drosophila melanogaster*. Some of the issues
under consideration include whether insects exhibit behavioral and electrophysiological signs of sleep, what the study of insects can tell us more generally about the molecular and genetic basis of sleep in other living organisms, and whether insect models can provide insights into the impact of sleep on issues such as human aging, longevity, and sleep disorders.

**Early observational studies of insect sleep**

An insect composes itself to sleep with its antennae folded. Some of the beetles adjust them to their breast; the butterfly seeks some particular aspect of a tree, and folds vertically its wings, throws back the antennae, and remains motionless and insensible to all external circumstances. When caterpillars, which are insatiable feeders, are observed resting immovable with their heads bent down, they are asleep.

*(Yearbook of Facts for 1864, R. Hill, 1865, p. 282)*

Many incidental descriptions of insect behavioral quiescence are scattered throughout the early scientific and entomological literature. The first observations of insect quiescence were performed in natural habitats, and the descriptions of quiescent behavior were not typically constrained by questions of whether these behaviors were merely "rest" or whether they were "sleep." Insects were most often judged to be quite unambiguously asleep in their natural environments. In these descriptions, the early naturalists not only documented circadian patterns of quiescent behavior but they also recognized, almost inadvertently, the now well-known behavioral criterion of species-specific postures, behavioral quiescence, and elevated arousal thresholds in describing insect sleep. An extensive early observational field study documented behavioral sleep in wasps, bees, flies, dragonflies, grasshoppers, butterflies, and moths (Rau & Rau, 1916). In several different species of beetles, however, the presence of sleep was determined to be questionable. Also of interest is that the issues raised by Rau and Rau, as the result of their insect observations, included the role of sleep variability in determining longevity, the impact of sleep on ontogenetic and central nervous system development, and the evolutionary significance of sleep. These continue to be the very issues that lie at the core of present-day sleep research.

**Systematic studies of insect sleep**

With the exception of the literature on bees and the current literature on fruit flies, systematic studies on sleep in insects are few. However, recent studies utilizing operationalized criteria to characterize sleep behavior suggest that
sleep is present in insects. Two states of spontaneous behavioral quiescence, tonic immobilization and prostrate immobilization, were identified in the mosquito on the basis of posture and head position, and there was decreased responsiveness to mechanical stimulation during the latter state (Haufe, 1963). In the moth, five sleeping postures were described based on antenna position. In the fifth posture, arousal thresholds were markedly elevated in response to tactile stimulation, suggesting that this posture corresponded to sleep (Sogaard Andersen, 1968). Three states of vigilance, also based on behavior, have been identified in the scorpion: locomotor activity, alert immobility, and relaxed immobility (Tobler & Stalder, 1988). The scorpions were most responsive to a mechanical stimulus during activity and least responsive during relaxed immobility. Heart rate was highest during activity and lower during relaxed immobility. Following 12 hours of rest deprivation during the light period, there was a significant increase in relaxed immobility and a decrease of alert mobility, indicating a homeostatic response to deprivation. A similar response to rest deprivation has also been observed in the cockroach (Tobler, 1983).

These studies establish behavioral criteria for insect sleep as well as the homeostatic response to sleep loss in at least some insects, but they do not address the physiological consequences of sleep loss, which has been a topic of substantial interest in the mammalian literature. In the rat, pioneering work demonstrated that the consequence of prolonged sleep deprivation is an increase in energy metabolism followed by death (Rechtschaffen & Bergmann, 2002; Rechtschaffen, Gilliland, Bergmann, et al., 1983). If a similar physiological response to sleep deprivation could be established in insects, then the importance of sleep as a state necessary for the sustenance of life could be extended to organisms other than mammals and would suggest a more universal function for sleep across the phylogenetic scale.

The Pacific beetle cockroach, *Diploptera punctata* (Eschscholtz), does, in fact, display a physiological response to sleep deprivation similar to that of mammals (Stephenson, Chu, & Lee, 2007). Long-term deprivation of behavioral quiescence in these cockroaches was achieved under constant temperature and light conditions by combination of a CO₂ pulse and brief rotation of the experimental chamber. Oxygen consumption was measured during the deprivation procedure. The sleep-deprived group received one stimulus per minute; the control group received an equal number of stimuli per day but with periods free from stimulation lasting 3 hours. The effects on energy metabolism in the cockroach mirrored the effects in rats. Metabolic rate increased by 81.8% in the sleep-deprived group with respect to the control group. As in the rat studies, the most dramatic findings were on longevity. Beginning on day 17 of the deprivation procedure, there was an average of 0.57 death per day in the sleep-deprived group, such that half of the cockroaches
had died after 30 days. The control group, on the other hand, averaged one death per 7.7 days. These findings suggest not only that sleep may serve a similar function in both mammals and insects in regulating energy metabolism but also that sleep is essential for life in widely varying branches of the phylogenetic tree.

Further detailed studies on the effects of energy metabolism and sleep deprivation are clearly needed before these broadly based conclusions can be made confidently. Even within vertebrate species, there is new evidence to suggest that sleep deprivation may not always have similar marked metabolic and lethal effects. For example, a recent study in pigeons, using sleep deprivation techniques similar to those employed in the rat studies, did not confirm the effects on mortality and energy expenditure (Newman, Paletz, Rattenborg, et al., 2008). However, the extent of sleep deprivation achieved in pigeons was not as extreme as that achieved in rats. In addition, only mild effects have been noted on telecephalic gene expression in the pigeon during the migratory season, when sleep is severely curtailed, as well as during enforced sleep deprivation – findings that are in contrast to the *Drosophila* findings following deprivation of quiescence (Jones, Pfister-Genskow, Cirelli, et al., 2008; J. A. Williams, Sathyanarayanan, Hendricks, et al., 2007). Thus, as in these studies in vertebrates, it would also be expected that there may be variable responses to sleep deprivation within insect species.

**Sleep in bees**

The literature on bee sleep is more abundant than for any other insect with the exception of *Drosophila*. It is estimated that bees originated about 120 million years ago, around the time of the diversification of flowering plants (Grimaldi & Engel, 2005). There are approximately 20,000 species of bees, but only a handful of studies have examined sleep in these insects, and most of these investigations have been performed in the honeybee, *Apis mellifera*.

In an elegant series of studies designed to answer the question of whether bees meet the criteria for sleep, Kaiser performed the first systematic studies of bee sleep (Kaiser, 1988). This work was prompted by the finding that optomotor interneurons in the optic lobes of forager honeybees displayed a circadian sensitivity to horizontal movement of a light stimulus. Sensitivity to this stimulus during the day was elevated when locomotor activity was high, and sensitivity decreased at night when locomotor activity was decreased during presumed sleep (Kaiser & Steiner-Kaiser, 1983). Through videotape analysis and behavioral observations, a clear pattern of quiescence during the dark portion of the light–dark cycle accompanied by specific body, head, and antenna postures was documented (Kaiser, 1988). In contrast to mammalian deep sleep, which occurs early in the night, the period of least antenna mobility in bees occurred late in the night,
suggesting that the temporal organization of bee sleep may be different from that of mammals. Thoracic temperature and leg muscle activity were both measured. No independent endogenous temperature rhythm was revealed, and muscle activity was at its lowest when the bee was quiescent. The threshold for stimulation of grooming behavior by the application of an infrared light was highest toward the end of the night, consistent with the reduction in antenna mobility. These findings led the author to conclude that “forager honeybees experience a state of profound rest at night.” However, also of note is that solitary bee species, both in the field and in the laboratory, exhibited quiescent behaviors different from those of honeybees in the laboratory, including a distinctive clamping of the mandibles onto a twig during behavioral quiescence, less antenna motility during sleep, and more prolonged periods of quiescence (Kaiser, 1995). These findings suggest that there may be multiple variations in sleep behavior between different bee species, just as there are among different mammalian species.

Although the honeybee’s homeostatic response to sleep deprivation was not evaluated in this study, subsequent work revealed that 12 hours of sleep deprivation during the dark period resulted in an increase of antenna immobility per hour during the next dark period as well as an increase in the duration of bouts of antenna immobility (Sauer, Herrmann, & Kaiser, 2004). Application of a tilting device that enforced behavioral wakefulness in the deprivation experiments was applied during the day without effect on the animals’ subsequent sleep. Thus the homeostatic response to sleep deprivation is confirmed in the honeybee.

Other physiological parameters have been investigated during sleep in bees, including ventilatory activity, heart rate, and neck muscle activity, all of which show specific relationships with the states of vigilance (Kaiser, 1988; Kaiser, Weber, & Otto, 1996). These variables also demonstrated distinct differences between coma and behavioral sleep in bees, supporting the conclusion that bee quiescence is a sleep-like state (Kaiser, 2002). Energy conservation has been proposed as one of the functions of sleep in homeothermic mammals (Zeplin & Rechtschaffen, 1974). However, ectothermic bees do not choose resting nocturnal ambient temperatures that maximize energy conservation. Presented with a temperature gradient ranging between 18 and 38°C, honeybees preferred a resting nocturnal range between 23 and 26°C (Kaiser, Faltin, & Bayer, 2002). These findings are similar to those of another study in which honeybees preferred a resting ambient temperature of 28°C in a gradient of 20 to 35°C (Schmolz, Hoffmeister, & Lamprecht, 2002). These findings suggest that bees do not choose to decrease their metabolic rates for maximum energy conservation during sleep and that sleep may serve additional functions besides energy conservation in insects.

Similar to changes in mammalian sleep across the life span, there is evidence for age-related changes in the sleep of honeybees. In a preliminary report, the
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well-known circadian periodicity of rest and activity in mature bees (foragers) was not observed in newly emerged bees (callows). The rest–activity cycle gradually developed over a period of about 3 weeks, even though behavioral sleep was observed in the arrhythmic callows. These findings suggest a possible age-related maturation of circadian rhythms (Sauer, Menna-Barreto, & Kaiser, 1998). However, social influences may also affect the development of circadian rhythms. Young bees housed with foragers experienced an acceleration in the development of circadian rest–activity cycles in comparison to young bees housed with other young bees (Meshi & Bloch, 2007).

In addition to the variable of age, more detailed recent observational studies of honeybee colonies suggest that bee sleep changes as a function of tasks performed within the colony (Eban-Rothschild & Bloch, 2008; Klein, Olzowy, Klein, et al., 2008). Three sleep stages were identified on the basis of body posture, antenna movements, and response to increasing light intensities in callows and foragers (Eban-Rothschild & Bloch, 2008). Both callows and foragers exhibited the same sleep stages, and they did not differ in their antenna movements during these stages. No differences were found between these two groups in the percentages of time asleep or in arousal thresholds during the same sleep stage. However, foragers showed a strong circadian pattern of activity during the day, with quiescence being concentrated during the night. Callows, on the other hand, tended to have sleep distributed throughout the 24 hours. In both groups brief awakenings interrupted sleep. A major significant difference between the two groups was that the callows typically made the transition from the second and third sleep stages to the first sleep stage, whereas foragers made the transition to waking states. Callows exhibited significantly more transitions between sleep stages than did foragers, indicating greater sleep fragmentation.

Another recent observational study has described bee behavioral sleep, in this case involving four honeybee castes: cell cleaners (young bees), nurse bees, food storers, and foragers (mature bees) (Klein et al., 2008). In contrast to the 24-hour sleep–wake periodicity in food storers and foragers, cell cleaners and nurse bees did not exhibit a strong circadian rhythmicity. Uninterrupted sleep bouts were longer in food storers and foragers than in cell cleaners and nurse bees, and foragers spent more time sleeping outside cells than did any of the other groups.

Although these studies in bee colonies are of great interest, there is a confound that has an impact on the interpretation of the findings. Do these changes in bee sleep reflect the process of aging, do they reflect the results of changes in tasks within the hive as the bee ages, or is there a combined effect of aging and task specificity on sleep? There is neuroanatomical evidence for plasticity in the honeybee brain in response to age as well as to the effects of experience. In the mushroom bodies, major sensory processing centers in the insect brain, there is
an increase in the neurophil as well as in dendritic branching with increasing age (Farris, Robinson, & Fahrbach, 2001). Quite strikingly, additional neuroanatomical changes were associated with increasing foraging experience. In Drosophila, social experience affects both sleep amounts as well as dopaminergic and cyclic AMP signaling pathways (Ganguly-Fitzgerald, Donlea, & Shaw, 2006). Social enrichment is also associated with an increase in Drosophila synaptic terminals in ventral lateral neurons, which play a major role in the expression of circadian rhythms (Donlea, Ramanan, & Shaw, 2009). These findings suggest that not only age but also different tasks and social conditions are associated with neuroanatomical and neurochemical changes potentially affecting sleep in bees and possibly in other insects. Furthermore, the conclusions that can be drawn from isolated laboratory organisms may be different from those derived from organisms studied in natural environments.

In summary, there is a paucity of rigorous studies on sleep in insects. The number of species that have been studied is very small, but even in this small sample, there is significant variability in quiescent behaviors among ages, social groups, and individual species. With the exception of the electrophysiological recordings from bee optomotor neurons, the electrophysiological correlates of insect behavioral sleep and waking are virtually unknown. Even with these limitations, however, the evidence supports the position that sleep is present in insects: Behavioral quiescence is accompanied by species-specific postures, elevated arousal thresholds, state reversibility, and a homeostatic response to sleep deprivation. The metabolic response to prolonged sleep deprivation in the cockroach is similar to that in mammals. This last piece of evidence is particularly supportive of a similarity of sleep function between insects and mammals.

**Drosophila: A model system for sleep**

In 2000, the fruit fly, Drosophila melanogaster, was introduced as a model organism for studying the genetic and biochemical basis of sleep (Hendricks, Finn, Panckeri, et al., 2000a; Shaw, Cirelli, Greenspan, et al., 2000). Since those first studies, a new body of knowledge has emerged from Drosophila about the cellular mechanisms that control sleep and wakefulness. The serious health and social risks associated with human sleep disorders as well as their high prevalence in the population are even more compelling reasons to discover the fundamental causes for sleep disruption (National Sleep Foundation, 2008). Study of the molecular basis of sleep in Drosophila may enhance the potential for the development of effective treatments in humans.

At first glance, the fruit fly would appear to be an unlikely candidate for evaluating human sleep. However, there are at least four reasons why this organism
presents distinct advantages as a possible model for elucidating sleep mechanisms (Hendricks, Sehgal, & Pack, 2000b). First, the genome of Drosophila has been well studied, and it comprises a large number of orthologs – or genes that are similar in genetic sequence and function, with a presumed common origin – to human disease genes (Rubin, Yandel, & Wortman, 2000). Second, with the exception of orexin/hypocretin, most of the major mammalian neurotransmitter systems affecting sleep have been identified in Drosophila (Agosto, Choi, & Parisky, et al., 2008; Andretic, van Swinderen, & Greenspan, 2005; Yuan, Joiner, & Sehgal, 2006). Third, Drosophila is a small, readily available organism easily housed and maintained in the laboratory. Fourth, its short life span and rapid reproductive cycle allow for outcomes of genetic and molecular manipulations to be assessed quickly. Besides Drosophila, two other organisms, the zebrafish (Danio rerio) and roundworm (Caenorhabditis elegans), have been proposed as candidates for model sleep systems because they also share these advantages as model organisms (Hendricks et al., 2000b; Raizen, Zimmerman, & Maycock, et al., 2008).

There are strong similarities between characteristics of Drosophila behavioral quiescence and mammalian sleep (Hendricks et al., 2000a; Huber, Hill, Holladay, et al., 2004; Shaw et al., 2000). Behavioral criteria for sleep established in mammals are also present in the fly. Flies exhibit a stereotypic posture during behavioral quiescence, and arousal thresholds are elevated during this quiescent state. There is a homeostatic response to rest deprivation, as well as age-related declines in amounts of quiescence, as in mammals. Administration of caffeine, a stimulant, results in a dose-dependent decrease in resting behavior, and antihistamines, which increase the amount of sleep in mammals, produce a similar response in flies. Modafinil and methamphetamine, pharmacological alerting agents, also have alerting effects in Drosophila (Andretic et al., 2005; Hendricks, Kirk, Panckeri, et al., 2003). Sleep, sleep-deprived states, and waking are accompanied by differential gene expression (Zimmerman, Rizzo, Shockley, et al., 2006). Finally, flies lacking the central clock gene, period, still exhibit a homeostatic response to rest deprivation, suggesting that sleep can be manipulated separately from the cycling of this circadian clock gene (Shaw et al., 2000). On the other hand, flies with a mutation of a second clock gene, timeless, did not respond to deprivation with a homeostatic increase in resting behavior (Hendricks et al., 2000a, b). These findings support a differential role for clock genes in the homeostatic response to sleep deprivation.

Besides confirming the behavioral evidence for sleep in Drosophila, new details of the pharmacological and molecular similarities to mammalian sleep have emerged. A question that then arises is whether these mechanisms in Drosophila are conserved across phylogenetic groups (for reviews, see Allada & Siegel, 2008; Zimmerman, Naidoo, Raizen, et al., 2008a). If they are unique to Drosophila, then
their significance for understanding the regulation of sleep in the wider variety of living vertebrates and invertebrates is, of course, limited. On the other hand, if it can be demonstrated that these findings in *Drosophila* enhance the understanding of basic sleep mechanisms in many different organisms, including humans, then there is the potential that this research may be productively applied to discovering targeted treatments for human sleep disorders.

The behavioral similarities between fly sleep and mammalian sleep are, as we have seen, quite well established. Areas in which it would be desirable to establish additional similarities include the following.

**Electrophysiology**

Recording of surface EEG activity from various areas of the mammalian brain yields specific patterns of neural activity, which are used to identify not only the presence or absence of sleep but also different stages of sleep (Iber, Ancoli Israel, Chesson, et al., 2007). Subcortical recordings, performed primarily although not exclusively in mammals, yield additional detailed electrophysiological information from deep brain structures. In small organisms such as insects, the technical challenges of neural recordings in freely moving organisms are immense. In addition to this technical challenge, the homologies between various mammalian and insect brain structures that would allow for meaningful comparison have yet to be established.

Evidence exists for an electrophysiological correlate of behavioral sleep in *Drosophila* recorded from the mushroom bodies. These paired structures located in the protocerebrum of the *Drosophila* brain have been implicated in the expression of sleep (Joiner, Crocker, White, et al., 2006; Pitman, McGill, Keegan, et al., 2006). Chemical ablation and enhancement of cyclic-AMP–dependent protein kinase in the mushroom bodies results in reduced sleep amounts, and learning impairments induced by sleep deprivation are reversed by gene expression of the mushroom body dopamine D-1 receptors (Seugnet, Suzuki, Vine, et al., 2008). Electrophysiological recordings of local field potentials (LFPs) from the medial protocerebrum between the mushroom bodies have revealed bursting spike potentials that are prominent during behavioral waking and decrease during behavioral sleep (Nitz, van Swinderen, Tononi, et al., 2002). Further studies demonstrated that LFPs are not simply the product of movement but rather that variations in LFPs are associated with variations in arousal thresholds, suggesting that LFPs are a neural marker for sleep (van Swinderen, Nitz, & Greenspan, 2004).

The absence of LFPs during *Drosophila* behavioral sleep is, as discussed by Nitz et al., not an electrophysiological equivalent to the presence of waveforms such as sleep spindles, slow waves, or K-complexes defining mammalian NREM sleep. Whether the state associated with the absence of LFPs is the *Drosophila*
neurophysiological equivalent of mammalian NREM sleep is unknown. No electrophysiological evidence exists to suggest that REM sleep is present in Drosophila. Thus, although this electrophysiological pattern of LFP absence correlates with Drosophila behavioral sleep, no defining waveform that is present exclusively during sleep has been discovered.

Genetics

The genome of Drosophila is well studied, and over 60% of human genes have functional Drosophila orthologs (Nichols, 2006). This feature has particular importance for the discovery of mutant strains with known gene sequences as a means of revealing the underpinnings of human sleep disorders. For example, discovery of the mechanisms responsible for the expression of sleeplessness in flies might shed light on the factors responsible for insomnia in humans.

Short-sleeping fly strains have been identified, but it is clear that genetic short sleepers are rare. Ten lines of short sleepers were identified after approximately 5000 lines of mutant flies were screened (Cirelli, 2003). Most short sleepers responded to sleep deprivation with increased sleep duration and decreased sleep fragmentation. However, four lines that had no sleep rebound in response to deprivation were identified. Differences in sleep between male and female flies also emerged during this screening procedure, with females sleeping almost exclusively at night and males exhibiting an additional sleep period during the day. A second study also confirms the rarity of the genetic short sleeper (Wu, Koh, Yue, et al., 2008). After more than 5000 lines of mutant flies were screened, 7 short-sleeping mutant lines were identified. More detailed analysis of sleep patterns in the short sleepers revealed that the primary sleep defect was a significant reduction in the length of the nighttime sleep bout but not in the number of sleep bouts, suggesting that mechanisms controlling sleep maintenance rather than sleep initiation account for decreased sleep in these lines. Additionally, a DAT (dopamine active transporter) short-sleeping mutant has been discovered, reinforcing the body of work that implicates dopaminergic signaling in sleep mechanisms (Kume, Kume, Park, et al., 2005).

More detailed studies have been performed on mutant lines of short-sleeping flies – including minisleep (mns), hyperkinetic (Hk), and sleepless (sss) – to characterize the physiological changes, if any, associated with short sleep. The defect in these lines is linked to a mutation in the Shaker gene locus, which controls potassium ion channels responsible for cell membrane repolarization and neurotransmitter release (Bushey, Huber, Tononi, et al., 2007; Cirelli, Bushey, Hill, et al., 2005; Koh, Joiner, Wu, et al., 2008). In the mns mutation, which maps to the X chromosome, heterozygous female mns flies and wild flies slept for 9 to 15 hours per day, but male and homozygous female mns flies slept for only 4 to 5 hours per day. Like wild-type flies,
mns flies showed a homeostatic response to sleep deprivation. No reproductive, behavioral, or performance deficits were observed in the short-sleeping flies. The sss mutants, both males and females, exhibited severe reductions of greater than 80% in their daily sleep. Of significance is that about 9% of flies showed no signs of sleep (Koh et al., 2008). Furthermore, this strain did not exhibit a homeostatic response to sleep deprivation. A recent report has also demonstrated an abnormal homeostatic response to sleep deprivation in the amnesiac (amn) mutant (Liu, Guo, Lu, et al., 2008).

Genetically shortened sleep may affect both life span and memory in *Drosophila*. The mns mutants had a decreased life span in comparison to controls, suggesting that lack of sleep contributed to decreased longevity. However, another short-sleeping fly mutant, fumin (fum), did not exhibit decreased life spans (Kume, et al., 2005). In humans, the effects of sleep duration on life span are also variable. Increased human mortality associated with both decreased and increased sleep amounts has been reported (Dew, Hoch, Buysse, et al., 2003; Kripke, Garfinkel, Wingard, et al., 2002). In addition to possible effects on longevity, genetically shortened sleep may affect memory. Reductions in memory were reported only in Hk flies with alleles for short sleep, supporting a memory-enhancing function for sleep (Stickgold & Walker, 2005a,b). Debate continues to surround the role of sleep in memory consolidation (Vertes & Siegel, 2005). In addition to these findings of sleep alterations in mutant strains, genetic correlations have also been revealed between sleep and energy stores (Harbison & Sehgal, 2008).

Aging

The effects of aging on mammalian sleep have been well studied. In general, young organisms sleep longer and in a more consolidated fashion than do older organisms. A change in sleep patterns over the life span also occurs in the fly and provides another point of similarity with mammalian sleep, suggesting that *Drosophila* may also be used as a model to investigate the changes that occur with human aging (Shaw et al., 2000; Shaw, Ocorr, Bodmer, et al., 2008).

Like aging mammals, *Drosophila* exhibits a deterioration in sleep quality with age (Koh, Evans, Hendricks, et al., 2006). Monitoring across the life span reveals a decline in the rhythm strength of the sleep–wake cycle as well as an increase in sleep fragmentation. Premature aging of flies by exposure to elevated temperatures produces increased mortality as well as a more rapid disintegration of sleep–wake rhythms and sleep continuity. These findings suggest that physiological rather than chronological aging is most important in these age-related changes. Oxidative stress accompanying aging appears to be a critical mediating variable. Flies treated with paraquat, an oxidative stress–inducing agent, demonstrated a deterioration in sleep similar to that seen in prematurely aged flies. These findings
have particular significance for aged organisms, because expression of the immune response is also affected by decreased sleep (Williams et al., 2007).

**Signaling pathways and neurotransmitters**

There is convincing evidence to suggest that the signaling pathways and neurotransmitters that modulate cellular activity and affect sleep in mammals and *Drosophila* are similar. One such modulating pathway in mammals is cyclic AMP (cAMP) signaling and cAMP response element binding (CREB) protein. In flies, increased cAMP signaling is associated with decreased quiescence and, conversely, increased cAMP signaling is associated with increased quiescence (Hendricks, Williams, Panckeri, et al., 2001). The blocking of CREB activity enhances the rebound to sleep deprivation, and an increase in CREB activity occurs during the period following rest deprivation, suggesting a restorative function for CREB. That these signaling effects are not the result of alterations in circadian clocks is suggested by the retention of a normal circadian distribution of rest and activity.

An additional signaling pathway that has been examined is the epidermal growth factor receptor (EGFR) (Foltenyi, Greenspan, & Newport, 2007). In mammals, the suprachiasmatic nucleus, which controls the circadian expression of sleep, is a site for transforming growth factor alpha (TGF-α), a ligand for EGFR. In *Drosophila*, activation of EGFR and extracellular signal-regulated kinase (ERK) is associated with excessive sleep. The elimination of Rho proteins, which stimulate EGFR signaling, is associated with increased sleep fragmentation. These pathways exert their effects via the *Drosophila* pars intercerebralis, which may be the equivalent of the mammalian hypothalamic–pituitary axis. Also of note is that EGFR activation within a single neuron of the worm *C. elegans* induces quiescence, suggesting that this signaling pathway has been conserved across species (Van Buskirk & Sternberg, 2007).

Several neurotransmitters – including serotonin, dopamine, and GABA – appear to have similar effects on the regulation of sleep and wakefulness in flies and mammals. One of the first neurotransmitters to be systematically studied in mammalian sleep was serotonin. Pharmacological inhibition of serotonin or surgical ablation of serotonin-containing raphe neurons in the mammalian brain is associated with marked reductions in sleep (Jouvet, 1969). In *Drosophila*, mutation of one of three serotonin receptors (d5-HT1A) also results in decreased and fragmented sleep, but with preservation of circadian rhythms. These changes were reversed by expression of this receptor. Administration of 5-HTP, the precursor of serotonin, to flies was associated with increased daytime sleep, similar to the increases in mammalian sleep following 5-HTP administration (Yuan et al., 2006).

Dopamine has been implicated in mediating arousal and the stimulating effects of modafinil and amphetamines in mammals (Winsor et al., 2001) Similarly,
dopamine appears to have an important role in regulating arousal in Drosophila. Hyperactive fumin (fmn) mutants have a mutation of the dopamine transporter gene (DAT) and exhibit decreased sleep amounts, hyperresponsiveness to mild mechanical stimuli, and an attenuated sleep rebound following deprivation of quiescence (Kume et al., 2005). Also, pharmacological inhibition of dopamine synthesis in flies is associated with an increase in daytime sleep (Andretic et al., 2005). These findings provide support for dopamine as a transmitter modulating alertness in the fly, similar to the effects of dopamine in mammals.

Many benzodiazepine medications that induce sleep in humans are also GABA receptor agonists, suggesting that GABA plays an important role in the initiation and maintenance of sleep (Lancel, 1999). In Drosophila, recent work has elegantly demonstrated that sleep onset and sleep maintenance can be differentially affected by the manipulation of GABA receptors (Agosto et al., 2008).

In addition to these well-known neurotransmitters common to flies and mammals, octopamine, a biogenic amine widely present in the nervous systems of invertebrates, also has effects on sleep in Drosophila (Crocker & Sehgal, 2008). Mutations in the octopamine synthesis pathway resulted in increased sleep amounts, and feeding octopamine to flies reduced sleep. These findings suggest that there may be unique neurotransmitter systems regulating sleep in flies and other invertebrates. Similarly, there may also be neuroregulatory systems unique to mammals. For example, the role of orexin/hypocretin has been intensively studied in relation to the expression of narcolepsy in humans, and orexin/hypocretin has also been examined in zebrafish (Mignot, 2005; Yokogawa et al., 2007). However, it has not been discovered in Drosophila or other invertebrates.

This brief review is illustrative of the rapid advances being made in understanding the common effects of molecular signaling systems and neurotransmitters on sleep in Drosophila and mammals. There are also broader implications of this work for understanding the possible effects of, for example, pharmacological agents on human sleep. Clearly, forthcoming research will clarify these mechanisms further.

Methodological considerations in Drosophila studies

From many different perspectives, Drosophila is an attractive organism in which to study sleep. As we have seen, not only are the similarities to mammalian sleep striking but also, from a practical standpoint, complex molecular manipulations in several generations of flies can be performed over a relatively short period of time. Currently, it is difficult to imagine this same level of discovery in mammalian species other than, for example, rodents, which have a relatively short life span as compared to other mammals and can be practically housed in the laboratory. However, even though findings from the Drosophila studies can be
described as nothing less than ground-breaking in elucidating sleep mechanisms, there must also be consideration given to the question of whether the methodology for measuring sleep in these studies is a valid one that will allow us to generalize findings to other organisms.

Prolonged behavioral monitoring of many flies is clearly impractical for large-scale sleep studies. It also seems unlikely, based on the anatomy of the insect brain and the absence of clear homologies to mammalian brain structures, that distinctive electrophysiological waveforms similar to those observed in sleeping mammals will soon be discovered in Drosophila. Unlike electrophysiological monitoring performed in the majority of mammalian studies, measurement of sleep in Drosophila has relied almost exclusively on automated ultrasound activity monitoring systems as well as the now widely used Drosophila Activity Monitoring System (DAMS) (Andretic & Shaw, 2005; Shaw et al., 2000).

DAMS measures fly activity and inactivity by breaks recorded in an infrared beam that crosses a small glass tube housing an individual fly. DAMS beam crossings operationally define sleep and wakefulness – that is, flies that interrupt the beam are considered to be awake, and an absence of beam breaks, typically for at least 5 minutes, is considered to reflect sleeping behavior. However, DAMS may be insensitive to small fly movements that do not break the beam as well as to large movements that occur out of the beam’s range. These factors can result in inaccurate estimations of fly sleep (Zimmerman, Raizen, Maycock, et al., 2008b). Using detailed digital video subtraction analysis and comparing these measurements with DAMS, DAMS overestimated total fly sleep by 39% to 95% during the day and by 7% to 21% at night. Additional findings with digital video analysis included more accurate measurement of sleep bout length and an accentuated DAMS overestimation of both sleep time and bout duration in aged flies. However, of note is that the homeostatic response to sleep deprivation was confirmed with digital video analysis, indicating that the homeostatic response to sleep deprivation is not a function of inaccuracies in DAMS monitoring.

The identification of totally sleepless fly mutants or the description of subtle changes in sleep with aging, for example, would appear to hinge on accurate measurement systems that take into account subtle movements of the appendages and body. The study of Zimmerman et al. is of importance because it highlights the necessity for ongoing reassessment of assumptions concerning the measurement and definition of behavior prior to drawing conclusions about the effects of genetic, neuronal, or chemical manipulations, even in an organism as well studied as Drosophila. Innovative measurement tools and techniques that accurately reflect behavior will strengthen the relevance of Drosophila as a model organism for the study of sleep.
Discussion

The distinction between sleep and sleep-like or resting states is not always a clear one. This may particularly be the case for less well-known organisms, such as insects, which exhibit a wide variety of unique resting behaviors in unique environments. As we have seen, however, the convergence of behavioral, genetic, and cellular evidence convincingly suggests that sleep is present in at least some insects, including the fruit fly, honeybee, and a very small assortment of other insects.

If there is an underlying assumption that most if not all organisms sleep or at least rest, quiescent states, by default, must serve an important biological function in species survival. Otherwise the state of sleep, which precludes activities such as food gathering, reproduction, care of young, and protection of territory, is very unlikely to have been perpetuated in evolution over millions of years in thousands of species. New evidence in Drosophila for differential changes in pre- and postsynaptic proteins associated with sleep and waking suggests a specific, and perhaps universal, cellular function for sleep (Gilestro, Tononi, & Cirelli, 2009). However, whether the findings in insects studied to date can be generalized to other unstudied insect species is obviously unknown, and it is even less certain whether these findings can be generalized to other vertebrates. There are several examples of vertebrates in which sleep behavior does not conform to currently accepted definitions. Do “sleep swimming” fish, which exhibit fin movements throughout the night as they remain on the coral reef, truly sleep (Goldschmid, Holzman, Weihs, et al., 2004)? Postpartum killer whale and dolphin mothers as well as their offspring are continuously mobile after birth for several weeks. Do these cetaceans experience the neurophysiological and neurochemical benefits of sleep other than through behavioral quiescence (Lyamin, Pryaslova, Lace, et al., 2005)? How do birds physiologically sustain prolonged migrations in the face of greatly reduced sleep amounts (Rattenborg, 2006)? It is also likely that new investigations of more insect species will uncover unique behaviors and physiological expressions of sleep that do not fit our current definitions of sleep.

The Drosophila model, as well as Danio rerio and C. elegans, has enormous potential for new discoveries in improving treatment of human sleep disorders. There has been progress, for example, in identifying the genetic underpinnings of advanced sleep phase syndrome (Xu et al., 2005). Narcolepsy, a disabling disorder of excessive daytime sleepiness, is linked to a deficiency in the orexin/hypocretin system and has been described in zebrafish (Kaslin, Nystedt, Ostergard, et al., 2004; Yokogawa et al., 2007). Insomnia is a uniquely human sleep complaint affecting a large proportion of the population, and treatments for insomnia have been notoriously inadequate. The identification of sleepless fly mutants presents the possibility
of developing targeted insomnia treatments based on the genetic and neuronal findings in sleepless organisms. *Drosophila* research has, in one example, already identified a biological marker, amylase, for sleep drive (Seugnet, Boero, Gottschalk, et al., 2006). Amylase is also easily assayed in human saliva, and similar to the findings in flies, increases in human saliva after extended sleep deprivation. It is not difficult to imagine that this assay could potentially be used to detect sleepiness in humans before overt sleep is obvious, thus avoiding such serious consequences as automobile or industrial accidents.

In summary, the preponderance of existing evidence supports the presence of sleep in living insects. The question of when sleep first appeared in evolution will probably never be adequately answered, but current studies of insects, in conjunction with evidence from the fossil record, indicate that sleep or at least a form of quiescence is an ancient behavior with ancient origins. Ongoing studies in *Drosophila* hold significant promise for further understanding sleep mechanisms and for potentially applying these findings to the treatment of disturbed human sleep.
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Schooling by continuously active fishes: 
Clues to sleep’s ultimate function

J. Lee Kavanau

Introduction

Aquatic habitats were the cradle of sleep many million years before sleep evolved in terrestrial animals. Yet these habitats were the last to be explored in seeking sleep’s ultimate function, which I have suggested to be the enabling of highly efficient brain operation at all times. Although the sleep of most fishes is essentially indistinguishable from that of terrestrial vertebrates, by exploiting the rich variety and greater permissiveness of aquatic habitats, some fishes have bypassed a need for sleep. In three continuously active states, they purportedly achieve comparable, and even greater, benefits than is provided by sleep, yet remain perpetually vigilant.

I propose that “schooling” (swimming synchronously in polarized groups) by these fishes plays a major role in the lack of a need for sleep. Thus, by schooling, they are able to achieve sleep’s benefits without closing or occluding their eyes, namely, a great reduction in the average school member’s reception and processing of external sensory input. Because the evident benefits of schooling by some fishes substitute for the obscure benefits of sleep by closely related fishes, the evident benefits give clues to the obscure ones. These clues support views on the ultimate function of sleep.

After reviewing circumstances relating to the evolution of sleep in terrestrial animals, relevant topics in the lives of fishes are treated, emphasizing their sleep and its awake, almost equivalent functions with eyes open.

Origin and ultimate function of sleep in terrestrials

Recent approaches to the problem of the function of sleep from the perspectives of brain functions and Darwinian natural selection are unraveling sleep’s
long-standing mysteries. Merely from sleep’s continued existence, an evolutionist would anticipate that it maintains an overall high level of efficiency of brain operation. That high level very likely was achieved by the brain’s postponing to the new state, sleep, all nonurgent activities that conflicted with the crucial activities of wakefulness.

Which brain activities are nonurgent during waking? And which brain activities, in the interests of efficient operation, can safely be postponed until sleep? Here, neuroscience provides potential answers. The major, safely delayed, brain activity carried out during sleep is memory processing (reviewed by Maquet, 2001). This processing consists largely of consolidating recently acquired short-term memories (i.e., converting them to long-term memories) and reinforcing (maintaining and/or strengthening) the long-term memories already stored (Kavanau, 2005).

Why cannot this memory processing occur safely and efficiently during a continuous state of wakefulness, as it does in many invertebrates? In other words, why is much memory processing usually postponed until sleep? To answer this question, one must turn back evolutionary time to the early appearance of brains and simpler collections of nerve cells in nonsleeping invertebrates. In those ancient times, natural selection would have favored animals with versatile nerve cells, that is, nerve cells that had evolved the capacity to carry out more than one function. We recognize these circumstances as a “fundamental dogma of neuroscience” (Rauschecker, 1995). According to this dogma, memories are stored in the same collections of nerve cells involved in processing, analyzing, and controlling responses to the circumstances to be remembered.

Such circuits with multiple functional capacities were highly adaptive for invertebrates with the simple, stationary lifestyles in which the circuits evolved. This versatility, however, led to conflicts in later, more complex, highly mobile lifestyles that many invertebrates and almost all vertebrates achieved. For example, consider circuits in highly mobile vertebrates that were occupied with a crucial function during waking, say escape from a newly encountered predator. The same circuits would not have been able to carry out, simultaneously and highly efficiently, the much lower priority functions of consolidating recently acquired memories, including the memory of how the escape occurred, and reinforcing already-stored long-term memories.

These consolidations and reinforcements would have had to wait until a subsequent less critical period, namely, “restful waking” or primitive sleep. Such delays in the consolidation of memories of immediately preceding actions are accommodated by the inherently slow rates at which synaptic efficacies decay (Kavanau, 1997a). These slow decay rates provide the “bridging” conditions that underlie the existence of short-term memory.
Just such potential conflicts in highly mobile animals in complex environments – an inability of brain circuitry with multiple functional capacities to cope efficiently with all its functions simultaneously – is suggested to have been a selective pressure for earliest sleep.

**Detailed focal vision’s role in the origin of primitive sleep**

The evolutionary progression toward primitive sleep is thought to have begun when animals were evolving increasingly complex, highly mobile lifestyles and detailed focal vision (vision that recreates a complex scene). Such vision requires enormous amounts of neural processing (Llinás & Paré, 1991). Almost half the neocortical circuitry of the primate, for example, is devoted to representing the pictorial world. Visual processing is vastly more complex than that for any other sense, probably even more than that for all other senses combined.

In those ancient times, the lifestyles of animals acquiring great mobility and detailed focal vision would have become markedly altered. With sharper discriminations and engagement in multifarious new activities, including fast, wide-ranging movements and rapid actions and reactions, it would have become crucial to retain greatly increased stores of memories for the long term.

In these circumstances, the parallel processing capacity of some brain regions would have become severely taxed. It would have become increasingly difficult for circuitry in these regions to meet waking demands associated with crucial, largely unpredictable hazards and routine but essential activities, and at the same time meet needs to consolidate and reinforce large stores of memories. Interference between multiple brain activities, even at a less taxing level, has long been known (Kavanau, 1997a).

In essence, an adaptation that initially conferred great efficiency of brain operation, before the evolution of great mobility and detailed focal vision, would have become increasingly less efficient as these highly mobile, more complex visual lifestyles evolved had not compensating adaptations evolved in parallel – first restful waking and ultimately primitive sleep.

Accordingly, the selective pressure for primitive sleep would appear to have been the need to resolve the developing potentialities for conflict. This could have been achieved most readily through the provision of a period with a greater degree of brain unresponsiveness to outside occurrences (“drastic and global isolation of the cerebral cortex”; Buzsáki, 2006) than exists during restful waking, namely, primitive sleep.

By providing a portion of the 24-hour cycle when enormously increased needs for memory processing could be accommodated, primitive sleep obviated possible conflicts of memory processing with crucial waking brain activities. The latter activities, of course, are largely processing and responding to increasingly complex
and varied visual inputs. It follows from this proposed mode of origin that entirely sessile and very slow moving invertebrates – such as mussels, sea anemones, and some worms – would have no need for sleep. It also follows that sleep would be engaged in only during that part of an animal’s existence when danger was at a relative minimum and rapid movements usually were unnecessary – for example, during the night for day-active animals.

The long-sought ultimate function of sleep thus appears to be an “enabling” one. Sleep enables the brain to operate with high efficiency at all times. It does this by providing an “offline” state to which low-priority brain activities, particularly the enormously increased need for processing memories, can be deferred. Little wonder that identifying this ultimate function has been elusive, because the principal avenues of investigation of sleep in the past have been, and mostly remain, along medically oriented rather than evolutionarily oriented lines.

This scenario for primitive sleep’s origin does not preclude subsequent or accompanying evolution of other proximate functions than memory processing that may have become essential. Indeed, several other such functions now play important roles. These include rest and rejuvenation and many deep-seated rhythmical changes that influence physiological processes (Kavanau, 1997a).

Two conspicuous phenomena that appeared, superficially, to contradict this paradigm long obscured sleep’s ultimate function. One of these was the continued need for sleep by blind mammals, despite a total absence of visual processing. This apparent conflict is resolved by findings that once visual neocortical regions have evolved highly specialized roles, the regions do not simply “lie unused” in blind mammals. Instead, they adapt and assume active new roles serving other, often enhanced sensory modalities, with resulting continuing potentials for conflict with memory processing (see Kavanau, 1997b, 1998).

The other conspicuous, superficially contradictory phenomenon is encountered in this chapter – namely, the absence of sleep in some fishes despite their possession of excellent vision. Concerning this phenomenon, any methods by which active, awake animals could, with a high degree of safety, reduce or avoid reception of, or the need to process, complex visual inputs also would be candidates for enabling highly efficient brain operation. Just such methods, involving both behavioral and environmental influences, have evolved in some fishes and reconcile the second apparently contradictory phenomenon (Kavanau, 1997b, 1998).

Examination of the biology, ecology, and behavior of fishes reveals the existence of deep-seated relationships between various forms of waking activity, sleep, and efficiency of brain operation. Included are three waking vigilance states that essentially provide the benefits of – usually even greater benefits than – sleep. These states are “stationary schooling,” “active schooling,” and “pelagic cruising.”
“Stationary schooling” describes schools that remain at the same location. “Active schooling” describes schools that also travel. In “pelagic cruising,” individuals or groups, whether schooling or not, travel long distances in pelagic environments.

These topics are treated in the remainder of this chapter, as exemplified by the habits and habitats of teleosts. The findings reinforce the previous proposals regarding adaptations that achieve continuous high efficiency of brain operation. In the waking vigilance states of schooling and pelagic cruising, reception and processing of sensory information are greatly reduced. On the one hand, this enables highly efficient memory processing. On the other (except in stationary schoolers), the accumulation of ontogenetic (experiential) memories and the need for them are greatly reduced.

Space does not permit a comparable treatment of sharks, some of which also are active continuously. Their morphology, behavior, and ecology, however, greatly resemble those of large scombrids (Kavanau, 1998), a prominent expression of the relationship that “convergent evolution of form and function dominates the epipelagic [upper pelagic] ocean” (Hamner, 1995).

**Biology, ecology, and behavior of teleosts**

*Origin, history, and distinguishing features*

Teleosts constitute the most numerous higher bony fishes of the subclass Actinopterygii (ray-finned fishes), including more than 99.9% of living representatives. All Devonian (410 to 360 Mya [million years ago]) ray fins were marine, probably pelagic. A massive extinction occurred about 5 million years before the end of the Devonian. An estimated 75% of piscine families became extinct. Few new groups appeared after this event, and piscine diversity was slow to recover. Ray fins underwent a great burst of diversification in the late Paleozoic and early Mesozoic, and have since increased continually in importance.

The main line of evolutionary progression was through a series of generalized carnivores with increasing improvements in basic feeding mechanisms, more powerful swimming, greater agility, and greater potentials for adaptive radiations. By Cretaceous times (129 to 65 Mya), all major phyletic lines had become established, occupying both marine and freshwater environments. All major groups weathered the Cretaceous extinctions comparatively unscathed, prefacing a very marked increase in teleost diversity and abundance. The teleost “explosion” of the early Eocene (about 55 Mya) was the most dramatic evolutionary radiation in vertebrate history (Janvier, 1996).

The key feature defining teleosts is the presence of small, paired uroneural bones in the tail. These help stiffen and support the tail fin, giving both greater
swimming power and potential for evolving diverse body shapes. Additional distinguishing features include (1) highly modified jaws; (2) large ventral gill-arch bones; (3) many specializations of head musculature; (4) development of a symmetrical homocercal caudal fin and narrow-based, highly mobile paired fins; and (5) a more rigid vertebral column.

The versatile designs of the teleostean buccal cavity enhance suction feeding and food handling, making possible rapid adjustments in the gape, biting force, and protrusion of the jaws. By accommodating changes in nature and behavior of prey, these abilities have adapted teleosts to a multitude of different feeding procedures. They can utilize virtually every food resource encountered (Gerking, 1994; Long, 1995).

Vision, the eye, the retina, olfaction, and audition

Vision

The senses, largely vision, play key roles in piscine schooling. Vision is excellent in most teleosts. Its sensitivity generally equals that of humans. The visual system discriminates a wide range of differences in shape and color, making vision the most important sense for prey detection, chase and capture, and communication (Guthrie, 1981).

Piscivorous attacks on individuals of a school of prey fishes that are “confused,” swim erratically, or stray from the main body well illustrate the importance of visual cues in predation and provide suggestive evidence of schooling’s anti-predator effectiveness (Keenleyside, 1979). Notwithstanding vision’s importance, there is considerable evidence that olfaction (separate from the sense of taste) generally mediates chemical signals. These are involved in various behaviors, including food detection, habitat selection, homing, migration, and every aspect of reproduction (Noakes & Godin, 1988).

The eye

Most optical structures follow the basic vertebrate plan. The lens is spherical, optically symmetrical, and usable across its entire extent. Resolving power is determined by retinal properties, partly cone concentration and number of supporting ganglia (Tamura, 1968). Underwater images are generally of poor quality. Because of backscatter, objects of high contrast rapidly fade from sight at 40 to 60 meters, even in clearest water (Lythgoe, 1979).

In the aquatic environment, where color-contrast detection and hue discrimination assume great importance, visual acuity beyond 4 to 5 feet may serve no useful purpose (Guthrie, 1986). Diurnal species tend to have smaller eyes than nocturnals. Among the exceptions, primarily nocturnal moray eels and brotulids
(deep-water, primarily marine forms) have relatively small eyes. Their predation probably relies primarily on olfaction and tactile senses (Breder, 1967).

From the present perspectives, the most significant deviation from the basic vertebrate plan is the absence in all but a very few species of eyelids or other eye-occluding structures. In some species this leads to novel methods of reducing visual input (often by physically occluding one or both eyes by partial or total burial in sand). Although the eye enlarges throughout life, the field of view remains unchanged. The rate of eye growth relative to body growth depends on the importance of vision and may be under social control in some species (Fernald, 1991).

The retina

Retinal structure is more complex in fishes than in mammals. Cone cells are of composite morphology. They may be single, double (with differing visual pigments), twins (usually with the same pigment), triple, and even quadruple. Cones of diurnal species are more numerous and often smaller than in rod-dominated nocturnals. Not all types of cones migrate in all species (the "retinomotor response"; see Wagner, 1990). Teleostean ultraviolet photoreceptors provide perhaps the greatest vertebrate spectral sensitivity range, extending from below 3500 to above 8000 angstroms (Douglas & Hawryshyn, 1990).

Spectral sensitivities of cones optimize contrast in the aquatic environment (Fernald, 1993). Visual acuity generally increases with age and decreasing angle between adjacent cones. Proportions of scotopic pigments (rhodopsin and porphyropsin), which become seasonally altered in some forms, also tend to correlate with properties of the photic environment. Teleosts with forward-located eyes have restricted but useful binocular vision (36 degrees of overlap in the African cichlid, *Haplochromis bartoni*). Adaptations for binocular vision are found only in deep-sea forms (e.g., stalked and tubular eyes). (Douglas & Hawryshyn, 1990; Fernald, 1988; Munz & McFarland, 1977; Wagner, 1990).

The acousticolateralis system and inner ear

The lateral line system (both mechano- and electrosensitive) enables a fish to perceive not only water currents and turbulence directly around its body but also surface waves. It also appears to be involved in monitoring speed and direction of travel of nearest neighbors in schools, functions that overlap partially with those of vision (Partridge & Pitcher, 1980). For example, as a station-keeping device, the lateral line of sprats, which "hardly ever collide," apparently senses earliest changes in a neighbor’s acceleration as well as changes of position and distance (through monitoring of the nearest neighbor’s tail) (Denton & Gray, 1988).
Indirectly, the lateral line detects low-frequency sound waves (20 to 500 hertz) (Breder, 1967). Besides being implicated in schooling behavior, it functions in predator avoidance, the detection and localization of prey in the dark (Bleckmann, 1993), feeding, and social communication.

The inner ear (labyrinth) is the major organ for detection of underwater sounds, linear acceleration, and gravity. Teleosts are acutely sensitive to sounds, with sound communication apparently widespread. Social interactions often involve intricate signals, operating sequentially and originating from different modalities, often including sound (Myrberg, 1997).

Teleosts commonly produce low-frequency sounds when disturbed by predators, during reproductive activity, and when subjected to noxious stimuli. Sensitivity, however, is rather limited (less than 2 to 3 kilohertz) compared to that of “higher” vertebrates. Many species are acutely sensitive to sound pressure. They can locate particular sound sources in three dimensions. Both ears are essential for an acoustical sense of space. Presumably fishes are able to resolve pressure and particle displacement, postulated to be carried out in the central nervous system (Popper, Rogers, Saidel, et al., 1988). Together, the inner ear and acousticolateralis system of adults play several important roles (Hawkins, 1993; Noakes & Godin, 1988).

Sleep, sleep-swimming, restful waking, activity, and schooling

Sleep and restful waking: Free-living fishes

Among some teleosts sleep is as pronounced as among terrestrial, and sleepers are as “withdrawn” or more so; moreover, the need for sleep correlates with varied and complex daily activities. One cannot always distinguish between sleep and restful waking during inactivity. Positions adopted vary, not only in different groups but in closely related congeneres (Norman, 1931). Wrasses (family Labridae, mostly diurnal) lie on the substrate on their sides. Plaice (Pleurostomus) and dabs (Limanda) are found just above the substrate. Many sleeping fishes occupy species-specific positions, often partially or fully buried in sand (Weber, 1961). Those most lively during the day, the multicolored coral species, are least active at night, sleeping hidden between coral blocks and rocks. In most species, nocturnal respiration slows and response thresholds markedly increase. Some pelagic species float in open water. The multitude of tropical species living in shallow coastal areas and coral reefs regularly sleep repeatedly at the same sites. Some embed themselves in the substrate or occupy caves or other retreats.

A horizontal inactive position is most frequent, with the head higher than the tail. Some nearly stand on their heads or lie on one side. Others even float on their backs. Primitive, predatory bichirs (Polypterus, freshwater, air-breathing) spent their nights at the same sites “packed together like sardines in a box” (Weber, 1961). In some cases, one member apparently acted as a lookout. Likewise, while a shoal of
about 60 Mediterranean wrasses (*Symphodus ocellatus*) slept buried in the sand for five consecutive nights, one member remained visible.

When stirred from deep slumber, triggerfishes (*Pseudobalistes*) took up to 5 minutes to awaken completely. Individuals not uncommonly slept under overhanging ledges, pressed against the underside. During inactivity, they generally held their fins smoothly against their bodies. In the transition to inactivity, gill beats per minute declined 78% in goldfish (*Carassius auratus*). The highly diurnal cichlids (family Cichlidae) and the yellow perch (*Perca flavescens*) remained immobile at night (Muntz, 1990).

Sleep and restful waking: Captive fishes

Laboratory studies of a reef-dwelling wrasse (*Irideo bivittata*) revealed its behavioral inactivity to resemble that of sleeping mammals (Tauber, Weitzman, & Korey, 1939). There was gross overall inactivity, decreased responsiveness to alerting stimuli, and diminished and irregular respiratory rate. During the night numerous species were observed draped over or propped against rocks or lying in the sand.

Others buried themselves partially or completely under the sand or lay against or on top of one another on the sandy bottom. In this state they could be touched lightly for several minutes without evoking alerting responses. Sometimes they could be lifted almost to the water surface before becoming fully alert and fleeing (Tauber et al., 1939). Diurnal parrotfishes (family Scaridae) were also essentially immobile in darkness or dim light, with diminished respiratory rate (Munz & McFarland, 1977).

Diurnal cichlids (*Tilapia mossambica*) also had increased response thresholds and lowered respiratory rates (Reebs, 1992; Shapiro & Hepburn, 1976). Postures adopted by restful waking or sleeping fishes were also studied intensively (Siegmund, 1969). Perch (*Perca fluviatilis*) lay on the substrate at night for 5 to 10 hours with most fins closed. Tench (*Tinca tinca*) lay on the substrate during the day (for 4 to 15 hours) with all fins closed. For both species, gill-beat rates decreased as these fish became inactive (to 65% of normal in tench; Reebs, 1992).

Sleep, sleep-swimming, restful waking, and activity: Coral-reef communities

Coral reefs have the most complex fauna of any biotype. Much of their diversity consists of various adaptations to the rich reef habitats. Short periods of sleep during twilight are crucial to the survival of many inhabitants because predation by large piscivores is concentrated heavily then. Although the small forms are still in their diurnal stationary schools as sunset approaches, they become increasingly vulnerable as they disperse to feed. Solitary diurnal fishes often hug
the reef surface, staying close to refuges too small for predator entry. The few diurnal forms that venture far from shelter are usually in large schools (Levine, 1993).

Most adults are strongly site-attached (Lowe-McConnell, 1977). Only the young of some species gather in schools. Elders hold feeding and breeding territories (Helfman, 1993). Smaller diurnal species spend the night quiescently in crevices among rocks. Some lie on their sides, usually at least partially covered with sand. In aquaria, they enter shells or bury themselves in sand. Others settle on the bottom, usually under at least partial cover, remaining continually quiet. Still others lie quietly on their sides in protective holes or nonconfining locations (Gerking, 1994). Some species display a strong affinity for specific sites several days running.

Most nocturnal species form daytime resting aggregations. Some are seen only occasionally by day. They remain deep in the shadows of overhanging rocks or ledges or just inside small caves. Others remain under cover among the rocks, motionless and flush against sheltered faces. Still other nocturnals hide among algae in shallow water. Sweepers (*Pempheris adusta*) feed all night in darkness in open water, far from the reef. Each returns daily to rest or sleep in the same cave (Levine, 1993).

About 50% of fishes in some habitats are piscivores; roughly the remainder are herbivores; this holds true the world over (Gerking, 1994). Bottom feeders of great diversity dominate coral reefs. Many nocturnal predators feed on various nocturnal crustaceans. The most successful feeding by generalized predators during the day is by ambushing and stalking. Diurnal feeders also include sessile-invertebrate specialists. Some predators seek out prey in their confined daytime and nighttime resting sites.

At dusk, diurnal species take reef cover, in an order corresponding roughly to increasing size, in a regular sequence requiring about 20 minutes. Few fishes are left by 10 to 15 minutes after sunset, when the vast majority drop suddenly to the reef below. The nocturnal species do not leave their resting sites until about 30 minutes after sunset, during which time the light level decreases 1000-fold (Munz & McFarland, 1977). Then they emerge rather suddenly. As a result, there is a precipitous decrease in the level of activity at dusk, culminating in a “quiet period” lasting about 20 minutes (twilight lasts 70 to 85 minutes; Helfman, 1993). During this time few fishes except stragglers and crepuscular predators are out. All small fishes keep close to the sheltering substrate.

Then, very abruptly, the water once more seems full of fishes. But the new arrivals are large-eyed nocturnal forms, moving away from the reef to feed, either into the water column or to distant sandy flats or sea-grass beds, more so on dark nights (Lowe-McConnell, 1987). The reef may appear deserted. Seeking cover often
replays in reverse order to leaving it, generally beginning about 40 to 50 minutes before sunrise (but 10 to 15 minutes before by medium to large herbivores).

Hobson (1972) suggests that this well-ordered series of events is shaped by the threat of crepuscular predators. Although predators’ eyes function poorly relative to prey capabilities during daylight and darkness, predators have a great visual advantage during the 30 minutes after sunset and before sunrise. Because the retinomotor response in different prey species requires 20 to 70 minutes (Blaxter, 1988), these species would be at great risk if they left resting sites at such times (Hobson, 1972, 1974; Munz & McFarland, 1977). Natural selection has also maximized the spectral sensitivity of the prey’s scotopic twilight vision. Both their acute vision and behavior reduce twilight predation on them.

Severe hypoxia sometimes develops at night in the inner sections of several species of branching hard corals (e.g., *Stylophora pistillata*) in shallow coral reefs in the Gulf of Aqaba, Red Sea. This results from normal blocking of impinging currents by coral structures. It is overcome by three species of sheltered, resident, site-attached, day-foraging zooplanktivorous fishes (e.g., *Dascyllus marginatus*) in a unique mutualistic relationship (Goldshmid, Holzman, Weihs, et al., 2004; Nilsson, Hobbs, & Ostlund-Nilsson, 2007). The fishes overcome hypoxia by engaging the entire night in an unusual “sleep-swimming” mode. In this mode, while holding positions or inhabiting quasi-separate swimming zones, they enhance water replenishment through energetic, high-frequency fin motions. Stroke frequencies are about twice the rate seen during normal swimming.

Schooling

It is a very widespread practice for fishes to swim together synchronously in polarized groups, known as “schools,” which may contain many thousands of members (Cushing & Jones, 1968). If the “schooling” occurs at a relatively fixed location, it is termed “inactive” or “stationary” schooling; whereas if the schools travel, it is termed “active” schooling. Fully developed schooling is the habit of roughly 2000 marine and 2000 freshwater piscine species (Shaw, 1970).

The ability to school depends largely but not exclusively on vision. Thus, schools usually disperse in dim light (at 1/1000 to 1 lux in different species) or darkness (Blaxter, 1965; Partridge & Pitcher, 1980). But nonpolarized or poorly polarized aggregations may persist (Blaxter, 1965). Mackerels (*Scomberomorus* spp.) may disband and reform dense schools with variations in daylight. Their nighttime schooling is thought to depend on their bioluminescence (Sette, 1950). On the other hand, the schooling of tunas in the eastern tropical Pacific occurs in the “dark of the moon” and absence of bioluminescence (Tiews, 1963).

The participation of other sensory modalities in effecting schooling is shown by findings with temporarily blinded individual saithe (*Pollachius virens*), though
not with other tested species. The saithe were able to join active schools and maintain their position in them indefinitely, but their reaction times were slower. Schooling was not possible, however, if the lateral line was sectioned. Lateral line section alone led to more accurate side-by-side orientation of neighbors, with eyes more closely in apposition (in normal formation, the heads of fishes are at the midpoints of their neighbors’ bodies). Lateral line field-flow monitoring apparently is sufficient for “normal” schooling, whereas visual information is required to elicit normally timed evasive behavior (Partridge & Pitcher, 1980).

In most species, though, one gains the impression that vision is essential; for example, for the young catfish (genus Corydoras). “Neither blinded fishes nor normal fishes in the dark ever aggregate . . . .” (Bowen, 1931). Very little light suffices for some species. Thus, the tetra (genus Aphyocharax) will school at a light level as low as 1/1000 that on a clear moonless night (John, 1964).

School formation is based on an inherent mutual attraction. Concerning its basis, in addition to protecting small species from predation (see below), schooling is believed to provide the ultimate benefit of sleep – enabling highly efficient brain operation at all times (Kavanau, 1998). Unlike during sleep, however, vigilance is not largely sacrificed. Rather, the school, collectively, continues to receive, process, and respond to sensory inputs from the environment, with the momentary extent of participation by individual school members dependent on their positions within the school.

Processing all incoming sensory information and earliest responding is effected primarily by individuals in the van and secondarily by those in other peripheral positions. Individuals in a school’s interior need merely orient with respect to neighbors and follow their movements. Because of this “division of labor,” a schooling individual’s average needs for processing complex visual and other sensory inputs are greatly reduced.

Thus although periods of sleep provide more time for memory processing by virtue of sensory input being essentially excluded, periods of schooling accomplish the same result by merely reducing the individual schooler’s average sensory input. Both circumstances enable highly efficient brain operation. Whereas the benefits that derive from schooling are evident (as discussed above and below), sleep’s benefits are obscure.

For small fishes, schooling can play a large role in protection from predation through synchronized movements, increased vigilance, and information transfer between members, ensuring that all become aware of impending danger. Tightly knit schools of damselfishes (family Pomacentridae) are said to be almost impervious to predation during the day, though they are more vulnerable at dusk, as their vision fails. However, circumstances also exist in which predation is facilitated.
Schooling is found in anatomically primitive as well as advanced piscine groups. The strength and rigidity of the habit is attested to by observations that departures from schooling are clearly associated with special circumstances (Breder, 1967). Some teleosts school from the beginning of independent locomotion until death, including periods of breeding. Others school only during certain stages. Thus only the fry or newborn of many species school (Keenleyside, 1979). These immatures are going through a period of intense learning, when needs for memory processing are at a peak. Their schooling during these phases doubtless is analogous to the greater periods of sleep required in neonate and infant mammals as compared to adults.

School members continually reappraise the costs and benefits of schooling, as reflected in decisions to join, stay with, or leave the school (Pitcher & Parrish, 1993). For example, in mixed schools of two species of juvenile parrotfishes, one species continued to school while the other sought shelter when attacked by predator models (Helfman, 1986). Schooling may optimize foraging benefits, being quite prevalent among species whose principal food is plankton. It may confer hydrodynamic advantages and facilitate reproduction and juvenile growth.

That schooling under threat of predation generally is adaptive is shown by the facts that (1) many group-living fishes react to an approaching predator by clumping more closely and swimming away in a polarized school; (2) the schooling tendency is well developed in guppies (Poecilia reticulata) that are heavily preyed on by characins (family Characidae) and cichlids, but this tendency is absent in guppies that experience very little predation; and (3) when water bodies become greatly restricted during low-water periods, schooling by Amazonian characins is their main adaptation for escaping predators. Most of these advantages of schooling also apply for shoals, usually the more so the larger the shoal (Breder, 1967, 1976; Pitcher & Parrish, 1993; Shaw, 1970; 1978).

Some fishes school stationarily, close to rocky bottoms offshore; others hover in large, stationary schools (often of mixed species) over sand adjacent to rocky bottoms. The smallest juveniles may feed on plankton in the water column in “feeding clouds.” When threatened, they descend immediately to the reef (McFarland & Hillis, 1982). Daytime-schooling fishes include many carangids (a family of marine fishes, including jacks, pompanos, jack mackerels, and scads), lutjanids (snapper-like fishes), pomadasyids (grunts) certain mullids (goatfishes), and sci-aenids (drums and jackknifes).

Active (traveling) schools usually involve conspecifics of similar age and size engaged in the same activities at a given time, with a high degree of synchrony and polarized swimming (except during feeding and courtship) (Magnuson, 1978). Thus the participants act in concert, moving forward simultaneously, keeping equal distances apart, and changing direction at apparently the same moment (within
0.15 to 0.25 seconds). This applies even when they are executing complicated evasive maneuvers (Bleckmann, 1993).

Fishes in some schools follow the diurnal vertical planktonic migrations, moving down and swimming in dense schools by day and moving up and dispersing to feed on the plankton at night (Lowe-McConnell, 1977). Some fishes spend the day in dense schools close to shore, forming milling masses or “tight balls” when under attack.

School members are often equipotential and schools usually are leaderless, although some position preferences do exist (Pitcher & Parrish, 1993). All the saithe in a still, nonpolarized ball follow the first to move out, all polarized on parallel paths (Wardle, 1985). In pods of young catfishes, leadership always falls to the fish in the van or the individual farthest in the direction of turning (Bowen, 1931).

At nightfall, many stationary schools break up, with individuals scattering to feed on small nocturnal invertebrates. For some small fishes that feed in stationary schools, individuals home not only to a particular reef site but often also to a specific location therein (McFarland & Hillis, 1982). Younger fishes of some species form shoals (nonpolarized, unsynchronized aggregations). Older ones hold territories (Helfman, 1993).

Many fishes that are loosely aggregated or even scattered when they are not feeding form tighter aggregates or schools as they begin to feed. Planktivores often feed in tight schools. Schooling also is characteristic of many shallow-water species while feeding in the water column. Some fishes swimming close to the bottom often travel in shoals or schools (Keenleyside, 1979).

Scombrids

Further attention concerning piscine biology, ecology, and behavior is directed largely to members of the family Scombridae (namely tunas, mackerels, bonitos, albacores). These are typically pelagic carnivores and mostly continuously swimming, active schoolers. There are two categories: (1) those inhabiting open waters far from land, such as large tunas, and (2) those frequenting coastal waters or sites a few 100 kilometers from land. The latter generally are small tunas, bonitos, and various mackerel. Continuous swimming is a way of life for most scombrids – “astounding bundles of adaptations for efficient and rapid swimming.” It has coevolved with extremes of adaptations for reduced drag, efficient swimming, and high levels of energy utilization (Magnuson, 1978).

Scombrids: Adaptations for sustained high-speed cruising

Scombrids are swift, epipelagic predators, characteristically adapted for sustained, high-speed cruising (Moyle & Cech, 1996). The bodies of swimming tunas
and bonitos scarcely flex. Significant lateral movement occurs only in the peduncle and caudal fin. The high, stiff, lunate or semilunate, widely forked, tapered, and enlarged caudal fin provides essentially all of the thrust. Its rays extend over the last vertebra, giving the relatively inflexible tail more driving force than if it were hinged, as in many other teleosts (Herald, 1961).

The pectoral and caudal fins have high aspect ratios, with resulting drag reduction (Magnuson, 1978). In mackerels, however, there is a moderate amount of flexibility to the body, and the tail swings through a relatively large arc in propulsion (Collette, 1977). The maneuverable pectoral fins are spread out at low or cruising speeds. At increasing speeds they are retracted progressively until, at high speeds, they are folded back into a groove, with the body alone providing lift.

Several tuna species, the eastern Pacific bonito (*Sarda chilensis*) and the Atlantic mackerel (*Scomber scombrus*), have no gas bladder. They are obligate “ram gill ventilators” that sink if they do not gain lift continuously by swimming (Collette, 1977). Magnuson (1978) suggests that lack of a gas bladder increases vertical mobility in prey capture and predator avoidance, particularly near the surface. Minimal speeds of tunas to maintain hydrodynamic equilibrium range from 1.04 to 3.59 km/h (Magnuson & Weininger, 1977).

To meet the great oxygen consumption needs for such exertions, the gills have a much greater surface area. Maximal rates of oxygen consumption in active, free-swimming skipjacks are more than twice as great as in nonscombrids (Hazel, 1993). Generally, the rate of oxygen consumption may increase more than 100% for an increase in swimming speed of one body length per second. Anaerobic metabolism also increases (Jobling, 1993).

Adult scombrids probably are the world’s fastest-swimming fishes, possessing the energy and structure for immense migrations at great speeds (referred to here as active schooling or pelagic cruising, depending on whether schools are formed). Yellowfin (*Thunnus albacares*) and wahoo (*Acanthocybium solandri*) tunas attain speeds up to 70 km/h during sprints of 10 to 20 seconds. Many cruise at 50 km/h (Imamura, 1951; Beamish, 1978; Smith & Heemstra, 1986).

Scombrids: Distribution and migrations

Scombrids range around the world in tropical, temperate, and even cold seas, often over water where bottom contact is lost (Herald, 1961). The extremely well-adapted tunas travel long distances at high efficiencies in the open ocean, where food resources are minimal (Magnuson & Weininger, 1977). Their important habitats are the complex of ocean currents composing the equatorial circulation and the great current gyres poleward of the equator as well as seas at suitable latitudes (Brock, 1965).
These voracious, slashing carnivores are notorious for attacking fishes, octopuses, and squid alike as they negotiate the open oceans (Gerking, 1994). Some cross the great oceans. In such crossings, they are lean when leaving the Straits of Florida in June and arriving in Norway in August, apparently without substantial food during journeys that can exceed 3 months (Rivas, 1977).

Tunas are basically warm-water species at temperatures up to 26 to 29°C, exceptionally as low as 5°C (Nakamura, 1954). Distribution and movement mirror oceanic regions of favorable environment. Many species move poleward during the summer months (Brock, 1965). Schools feed and swim much of the time at depths well below the surface (Sharp & Vlymen, 1977). The epipelagic habitat of tunas, mostly in tropical seas, is one of the most unproductive, nutritively dilute, and patchily distributed marine environments.

Notwithstanding these limitations, physiological properties imposed by adaptations for predatory efficiency – rather than food availability – are growth-limiting for adult skipjacks (*Katsuwonus pelamis*) and yellowfins (Kitchell, Neill, Dizon, et al., 1977). Most prespawning tunas are nomadic. Of the others, only spawners can be considered to be “directed” migrants (e.g., Atlantic bluefins, *Thunnus thynnus*). Nomadic behavior provides for rapid extension of ranges into “new” habitats and for utilization of sporadic or patchy blooms in areas peripheral to the “average” habitats.

Skipjacks are migratory, living in the open sea and following warm currents. Adults (maximum weight, 22 kilograms) inhabit the upper thermocline (Dizon, Brill, & Yuen, 1977; Yuen, 1970). The highly migratory bluefin group penetrates far into much cooler waters. They have very efficient heat exchangers (peripheral or cutaneous) and much greater weight (some exceeding 200 kilograms) and thermal inertia (even tending to maintain a fairly constant body temperature). For the Atlantic bluefin, these waters include the south polar seas, Iceland, and the Arctic Circle (Sella, 1952).

The bigeye tuna (*Thunnus obesus*) is usually found in still deeper and colder waters and tolerates the greatest temperature range. In the tropical western and central Pacific, the bigeye tuna is associated with the permanent thermocline (Brock, 1965; Collette, 1977). It can vary whole-body conductivity by a factor of 100 by disengaging and re-engaging its heat exchangers (Hazel, 1993). Yellowfins tolerate highest temperatures (Brock, 1965).

Many mackerels, lacking heat exchangers, tend to stay in the warm oceanic surface layer, although they have been found in abundance at temperatures as low as 7°C to 8°C. Adults are distinctly open-sea inhabitants but rarely beyond continental shelf waters. They apparently spend the winter in the upper part of the continental shelf at depths rather greater than 200 to 400 meters (Sette, 1950).
The very slender, fusiform wahoos are migratory and oceanic; these are found around the world in tropical and subtropical waters.

**Scombrids: Active schooling**

Scombrids generally form large, highly polarized, active schools in their hunting (mostly on much smaller, densely schooling fishes or plankton) and spawning migrations (Shimada & Van Campen, 1951). Schools tend to be mixed (comprising 100 to 5000 individuals) with a strongly developed tendency to assort by size. The larger fishes travel in schools of fewer individuals, or at the bottoms of schools containing members of different sizes.

Schooling may begin as early as the postlarval and juvenile stages (Collette & Nauen, 1983; Pitcher & Parrish, 1993). As many as 50% of all juvenile teleosts school (Shaw, 1978). Atlantic bonito schools tend to be very large. Swimming depth varies in different species. Skipjacks descend to at least 70 meters and yellowfins to 150 meters. Although they may feed at swimming depth, tunas characteristically strike upward from below to take prey near the surface (Muntz, 1977). Many small mackerels feed principally on plankton (*Calanus finmarchicus*) in the Gulf of Maine (Sette, 1950).

For skipjack and yellowfin tunas, at least, mixed schools form when single-species schools are attracted together by an external stimulus, usually food (Yuen, 1962). Large-mouthed, piscivorous larvae, exemplified by those of the Pacific mackerel (*Scomber japonicus*), typically feed from a rigid position with a straight body. They capture other piscine larvae as well as their siblings with a forward lunge and engulfment. Prey too large to engulf are manipulated (Gerking, 1994).

**Scombrids: Continuous swimming**

“The tuna are, without doubt, the most highly specialized fishes in regard to sustained, high levels of locomotor activity…. they swim continually, never stopping to rest” (Magnuson, 1977); “….all life’s activities….are done on the move…. time of day, temperature, dissolved oxygen, and food deprivation have little influence on sustained swimming” (Magnuson, 1978), “….the extremely streamlined tuna is an open-ocean fish that moves constantly, indulges in long migrations, and pursues fast-swimming schools of smaller fishes” (Migdalski & Fichter, 1976).

Other evidence of continuous activity by scombrids derives from fishery practices. Thus, shallow-water netting of tunas must be done in the evening or at night, when tuna are unable to discern the net meshes; otherwise they would take evasive action. On the other hand, setting of lines for hook-and-line fishing ordinarily begins before dawn (Nakamura, 1954). In other words, tunas are
continuously active, and fishing must be tailored to ambient light conditions and visual capabilities.

Scombrids: “Partial warm-bloodedness”

Although many continuously active teleosts have partial warm-bloodedness (PWB), especially the larger scombrids, this is not essential for continuous activity. Thus, many continuously swimming fishes, such as mackerels and carcharhinoid sharks, are pure ectotherms. PWB occurs in only 13 species of the tuna tribe. These are unique in having the red oxidative muscles, placed internally along the vertebral column, that power their sustained swimming. Groups possessing only regional endothermy in the brain and eyes are the largest teleosts in the oceans. They travel 8000 kilometers or more in crossing the ocean (termed “pelagic cruising” if not in schools) on yearly migrations (Block, 1991; Collette, 1977; Smith & Heemstra, 1986).

Cranial endothermy is achieved via heat generation in either the lateral or superior rectus eye muscle (a “furnace beneath the brain”). Tunas achieve PWB by having the major arteries and veins for blood transport between the heart, gills, and rete located close to the skin. This enables them to transport cool blood to and from the rete without absorbing much swimming-muscle heat. Countercurrent heat exchangers also occur in tunas’ head regions and viscera (Block, 1991; Hazel, 1993).

PWB extends the horizon of the tolerable thermal habitat, increases prowess in prey capture, shortens digestion times, and increases metabolic rates, all of which generally facilitate sustained activity, predatory success, and predator evasion. As a consequence, PWB tends to ensure a successful, largely routine existence, the implications of which are discussed below.

Overview: Why some fishes require no rest or sleep

This topic is introduced by recalling the ultimate function of sleep as deduced from the proposed circumstances surrounding its origin in terrestrial animals. Sleep enables the brain to operate with high efficiency at all times. It achieves this by eliminating the possibility of interference of memory processing with crucial waking activities (chiefly reception, processing, and responding to complex visual input) and vice versa. Sleep provides the “offline” periods to which the greatly increased needs for memory processing are largely confined.

If some fishes could eliminate interference between memory processing and crucial waking activities by some other means, they too, like many invertebrates, would have no need for sleep. Emphasizing “by some other means,” this is precisely the manner by which it is proposed that certain fishes bypass a need for sleep. They accomplish the crucial elimination of interference by two other principal means.
The first means is direct and is facilitated simply by the possession of greatly reduced memory loads – the fewer the number of memories needing to be processed, the more readily processing is accomplished and the more efficient the operation of the brain. The second principal means is by schooling rather than sleeping. Schooling greatly reduces the average need to receive and process complex visual input by school members. In this way, it eliminates interference with memory processing, thereby achieving efficient brain operation at all times. Both principal means ultimately depend on the greater permissiveness of aquatic environments.

Pelagic cruisers, individually or in small groups, receive no schooling benefit as such, nor is any needed. Because their ancestors led a monotonous existence in a monotonous environment for many millions of years, much of it in dark or nearly dark habitats, their stores of phylogenetic (inherited) memories are greatly reduced. With memory processing being facilitated both directly by virtue of lesser numbers of memories needing to be processed and indirectly by lesser needs to process visual input, continuous, highly efficient brain operation is enabled.

For these animals, there would be little need or selection for lengthily persisting use-dependent alterations in synaptic efficacy – that is, for many long-term memories. Altered synaptic efficacies could be maintained merely through short-term activity dependence – that is, through frequent use.

The lifestyles of continuously active, stationarily schooling fishes lie at the other end of the spectrum. During their foraging periods they lead a complex existence in often complex environments. Their highly efficient memory processing during schooling depends on a lack of interference by the greatly reduced need to process complex visual inputs. The survival of these fishes depends heavily on the ability to retain memories lengthily. Their nervous systems must preserve activity-dependent alterations of synaptic efficacy and possess a large repertory of long-term memories.

Actively schooling fishes receive memory-processing benefits both directly from their possession of lesser stores of memories and indirectly from lesser average needs to process sensory inputs by virtue of schooling. The degree of their direct memory reduction and processing benefits, as for pelagic cruisers, would depend on their degree of monotony of lifestyle and exposure to environmental monotony.

*Influences of a comparatively routine pelagic existence*

Among continuously swimming pelagic fishes, it is suggested that most memories are reinforced almost entirely through frequent use. These fishes are exposed repeatedly to essentially the same topographically featureless, largely pelagic environments that their ancestors encountered over spans of many millions of years.
It is unlikely that they experience much in the way of new behavioral needs during predation and escape from predators. Thus, in essence, they never encounter selective pressures for sleep – a need to eliminate interference between the waking brain’s urgent orchestration of crucial activities and its nonurgent need to process memories. The lengthy existence of these fishes in unchanged or little changed environments is reflected in the little outward change seen in them, in many cases over millions of years. Recall in this connection, “. . . . convergent evolution of form and function dominates the epipelagic ocean. . . .” (Hamner, 1995).

These observations are not meant to imply that different circumstances requiring the possession of long-term memories are not encountered occasionally. With sensory input and processing being greatly reduced in pelagic environments, particularly at night, consolidation and reinforcement of memories for the long term would not interfere with the brain’s management of almost entirely routine, repetitive daily activities. The much greater interference that can occur in more complex lifestyles is suggested by the finding that forgetting of learned foraging sequences by stickelbacks on brine shrimp begins after only 2 days of withdrawal (Huntingford, 1993).

Most of the “well-developed patterns of escape, hunting, prey capture, and procurement of passive food” by pelagic fishes draw on phylogenetic (inherited) memories (Kavanau, 1997a). Except for very large fishes, predator avoidance and predation would usually be in use on a more or less daily basis and would be reinforced through use. This mode of existence deviates significantly from that of foraging piscine species with diel cycles of activity and sleep and/or restful waking. In them, learning and flexibility of behavior play important, not minor, roles. They must respond to predator pressures and mating opportunities, modify feeding and foraging strategies, and cope with environmental variability, particularly seasonal.

For example, as positions of patches and types of prey change, such a predator must repeatedly modify its behavior (Hart, 1993). Similarly, seasonal or even yearly switches between preferred food items may be necessary if a more efficient competitor alters the profitability balance (Welcomme, 1985). Reef dwellers must be capable of complex, visually related tasks; they must recognize and discriminate between the many coral species, identify and remember predators in and around their territories, and be able to recall the locations of resting sites.

Additionally, reef-dwelling fishes can acquire knowledge about social traditions via learning (Helfman, 1993), whereas intertidal teleosts learn and remember details of their environment, limit their movements to restricted areas, and home to these areas if displaced (Gibson, 1993). Only pelagic environments are sufficiently unvarying to allow a predator to survive employing almost completely stereotypic behavior.

A high proportion of piscine bodies are composed of muscles used in forward propulsion (Moyle & Cech, 1996). Probably not a day goes by without most muscles
being in frequent use. Even reproductive systems and reproductive behaviors of scombrids probably receive more continuous use and the latter occur much less competitively than in terrestrial vertebrates. Many teleosts apparently mate indiscriminately, and gonadal sex reversal occurs in some during development; some are self-fertilizing, others are simultaneous hermaphrodites. Among still others, males do not exist (Turner, 1993).

It would follow that, of all vertebrates, the large, continuously swimming fishes probably give the most purely instinctive responses. We may be seeing a reflection of this in the assessment of Philippe Cousteau (Cousteau & Cousteau, 1970) that “…the shark is the most mechanical animal I know and his attacks are totally senseless….”

As in many invertebrates, some complex piscine behaviors show no evidence of adaptive change: they are performed precisely the first time, developing with remarkable stability despite environmental perturbations (Huntingford, 1993). Numerous examples could be given of feeding and habitat preferences, twilight migratory behavior, and diel foraging patterns that develop, not through learning but as a consequence of maturational changes. For example, swimming and feeding modes of Pacific mackerel develop in three stages, with the successive development of the caudal fin, jaws, and pharyngeal teeth (Noakes & Godin, 1988); that is, purely phylogenetic memories are involved.

Regarding the matter of brain complexity, the brains of teleosts are highly variable, small, and compact, with the exception that the optic lobes (tectum) often are very large. Direct correlations are evident between brain size and the complexity of teleost behavior (Guthrie, 1990). I would suggest, in the light of these circumstances, that the scombrid brain need store very few ontogenetic (learned or experiential) memories for the long term.

This is not to imply that scombrids are incapable of learning and storing memories of learned responses. Indeed, learning is believed to occur in all teleosts under natural conditions (Shaw, 1970). It implies only that, by leading an existence that rarely involves novel experiences, scombrids are rarely called on to store new ontogenetic memories. Of course, following the theses advanced here, teleosts that do not swim continuously but engage in restful waking or sleep (or school stationarily throughout the day – see below), constituting the vast majority – would be expected to lead an existence in which daily events were much less predictable, where a response learned (or a site visited) one day might need to be recalled many days later.

**Obtaining the essential benefits of sleep by schooling**

The evident protective benefits of schooling for small fishes would not be needed by large teleosts. Yet many large pelagic species spend most or all of their lives in schools (Breder, 1967; Wootton, 1992). The key consideration pointing to a
probable ultimate function of schooling relates to brain operations facilitated by lesser needs, on the average, for sensory processing. The fishes at inner positions of schools need not exercise the full range of their sensory capabilities. They have no need to “listen,” “smell,” or process complex visual information. They need only maintain awareness of their position with respect to nearest neighbors. Even school members at most of the peripheral positions would not require processing of complex visual input of more than one eye (internal “churning” of schools exposes one member after another to peripheral locations; Breder, 1967). On the average, then, the amount of sensory processing carried out in the brain of a school member is greatly reduced compared to the amount in alert, solitary swimmers.

In effect, the burden of sensory processing is shifted from individuals to the entire school collectively (Grunbaum, 1997; Norris & Schilt, 1988; Warburton, 1997). One of many phenomena consistent with these interpretations is the finding that stationarily schooling bluegill sunfishes (*Lepomis macrochirus*) disperse and seek cover in dense vegetation when available (Helfman, 1986; Magurran, 1993). At such sites, even less sensory processing would be required than during schooling, and operation of the piscine brain would approach more closely to, or achieve, maximal efficiency.

One could have suspected that the benefits of schooling and sleep overlap from the knowledge that stationary schooling can be even more cyclically stereotyped than sleep and often is temporally coincident with it. Thus juvenile grunts (family Haemulidae) in large daytime stationary schools stream off of their patchreefs following highly predictable historical routes to their feeding grassbeds at predictable times (within 30 seconds to 1 minute after sunset). They return along the same routes to the same patchreefs just before sunrise. The precise timing of these events avoids exposure during the “quiet periods.”

Both migrations begin at the same light level, when the migrating fishes have a relative advantage over their predators. Such twilight migrations by stationarily schooling fishes to and from reefs are a common phenomenon that occurs at the same times that many other fishes are terminating and initiating activity (Helfman, 1986; McFarland, Ogden & Lythgoe, 1979). Moreover, as noted above, many fishes school only as fry (Pitcher & Parrish, 1993), indicating a much greater need for memory processing at that stage.

Also suggestive of analogy, descriptions of behavior in stationary schools also would apply to resting and sleeping in groups. Thus, there is no apparent behavioral differentiation, no persistent tie or pair bond, no leader or dominance, and no overt aggression. And contact schools (pods or “tightly packed masses”) of various species (Bowen, 1931; Keenleyside, 1979) recall Weber’s (1961) description of sleeping bichirs packed together like sardines in a box.

It will be evident from the foregoing that the reductions in the average amount of sensory processing by individuals in stationary schools of small fishes also would
accrue to larger, actively schooling fishes. These reductions might be of greater or lesser significance, dependent on the amount of attention-requiring sensory inputs from neighboring environments. Reductions also will accrue to varying degrees to solitary or small numbers of pelagic cruisers. For them, though, the greatly reduced need for processing sensory input would follow from the monotony and barren nature of pelagic environments and from a great deal of time spent virtually in total darkness.

Accordingly, all three activities, stationary and active schooling and pelagic cruising, fall into the category of vigilance states that confer comparable or even greater benefits than those of sleep. As regards efficiency of brain operation, these benefits, though of varied origin, consist of elimination of interference between the brain’s need to processing sensory information for crucial waking activities and its need to process memories.

The correlation that generally exists between metabolic rate (often seen, as noted earlier, as a decrease in respiratory rate) and degree of activity also points to piscine schooling as a relatively restful state. Thus, lowering the metabolic rate of mature sunfishes induces school formation. Normally these fishes school only in the winter and as juveniles (Morrow, 1948). Failure to school for some period of time in a member of a schooling species probably is the equivalent of loss of some rest or sleep in nonschooling species.

Similar considerations may apply to varying degrees to individuals in other aquatic animal aggregates, including schools of sighted invertebrates, such as squids, cuttlefishes, and crustaceans. Recent studies suggest close parallels between aggregates of crustaceans and fish schools as regards internal structure and possibly also of function (Ritz, 1997). Krill, for example, have prominent, mobile, compound eyes. When not feeding, they often form large, tightly packed, highly organized, fast-swimming schools (Hamner, 1984).

*Flexibility in piscine activity phasing*

Within the framework of the paradigm presented to account for sleep in some fishes, and continuous activity of others, it is evident that piscine sleep might be acquired and dispensed with in response to relatively minor alterations of behavior and ecology. This, in fact, is a common occurrence among free-living fishes, where otherwise “nocturnal” or “diurnal” fishes become continuously active during periods of parental care (Helfman, 1993; Magguran, 1993). For example, some otherwise cyclically active species fan the eggs day and night (Reebs, 1992).

*Summary*

Many continuously active fishes without need for rest or sleep are of a highly derived nature, dependent on specializations of morphology, physiology, and lifestyles. At one extreme are the very large fishes that swim continuously...
in schools, small groups, or solitarily. They occupy essentially featureless pelagic habitats, lead a monotonous, essentially routine existence, and consequently have a greatly reduced need for sensory processing. They also require relatively few ontogenetic memories, most of which are short term and reinforced by frequent use. Their lesser needs for processing visual inputs and memories enable highly efficient operation of their brains at all times – the proposed ultimate function of sleep.

Continuously active fishes, at the other extreme, are exemplified by small reef dwellers that lead complex lives in rich habitats, a lifestyle that requires many long-term memories. They school stationarily during the day and disperse at night to feed. The complexity of their lives during foraging is no less than that of their close relatives that sleep. On the average, the brains of members of stationary schools need process greatly reduced amounts of sensory inputs. This reduction enables highly efficient reinforcement of their large stores of memories, just as does sleep in their close relatives.

Between these extremes there exist many other species of continuously active fishes of greatly varying intermediate lifestyles.

Thus, fishes provide a complete spectrum of sleeping to sleepless, in closely related members of a single class, a situation not to be found in any terrestrial animal. The ultimate function of sleep in terrestrials – enabling highly efficient brain operation at all times – has been deduced on the basis of existing knowledge and principles of Darwinian natural selection. In the realm of fishes, a similar ultimate function is deduced, but on a more solid foundation. Both sleep and stationary schooling enable highly efficient brain operation at all times. The deduction of this ultimate function from stationary schooling of some fishes is based on observable influences that substitute for the sleep of other related fishes. Thus, it greatly reinforces the comparable but more remote deduction of sleep’s ultimate function for terrestrials based on Darwinian evolutionary principles.
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What exactly is it that sleeps?
The evolution, regulation, and organization of an emergent network property

JAMES M. KRUEGER

Abstract

It is posited that sleep is a network-emergent property of any viable group of interconnected neurons. Animals ranging from jellyfish to all homeotherms sleep. Biochemical sleep-regulatory events, including cytokines and nuclear factor kappa B (NF-kB), are shared by insects and mammals. It seems likely that these sleep-regulatory events evolved from metabolic-regulatory events and that sleep is a local use-dependent process. Relationships between sleep and tumor necrosis factor (TNF) are used to examine the local use-dependent sleep hypothesis. ATP released during neurotransmission is posited to drive the production and release of cytokines, such as TNF, that, in turn, act within a biochemical sleep homeostat in the short term – via adenosine, nitric oxide, and prostaglandins – to enhance non–rapid-eye-movement (NREM) sleep. In the long term, TNF and other sleep-regulatory substances, via NF-kB activation, enhance expression of receptors such as adenosine A1 and glutamate amino-3-hydroxy-5-methylisoxazolepropionic (AMPA) receptors. Changes in the expression of these receptors will change the sensitivity of neurons and thereby change synaptic efficacy. Such actions suggest that sleep mechanisms cannot be separated from a connectivity function of sleep at the local network level. The need for sleep is derived from the experience-driven changes in neuronal microcircuitry that necessitate the stabilization of synaptic networks to maintain physiological regulatory networks and instinctual and acquired memories. The need for unconsciousness is derived from the local
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use-dependent sleep mechanisms. Thus sleep regulatory substances such as TNF alter input–output relationships of the neuronal assemblies within which they are made, thereby divorcing real-time adaptive outputs from environmental inputs.

**Introduction**

Most if not all animals possessing a brain sleep. For example, thus far every animal displaying the behavioral sleep characteristics of species-typical postures and daily timing of inactivity, periods of increased arousal thresholds and rebound after loss (the latter often called sleep homeostasis), that has a complex network of neurons, ranging from jellyfish and insects to all mammals and birds, sleeps (e.g., Hendricks, Finn, Panckeri, et al., 2000; Kavanau, 2005; Rattenborg, Amlaner, & Lima, 2001; Sauer, Herrmann, & Kaiser, 2004; Sauer, Kinkelin, Herrmann et al., 2003; Siegel, 2005; Tobler, 2005). Further, although there is consensus among sleep researchers that sleep is a whole-organism property, the whole brain is not needed for sleep to occur. For instance, despite millions of cases of stroke, there is not one case in the literature of a poststroke long-term survivor (5 or more days) who fails to sleep. These and other data suggest that sleep is very robust, that it is self-organizing, that no specific area in the brain is necessary for sleep, and that sleep is an intrinsic property of any surviving viable group of neurons. Such conclusions lead to very different ways of thinking about what exactly it is that sleeps. They also lead to fundamental questions of logic concerning sleep regulation; how can one sensibly discuss or meaningfully research the regulation of something if one does not know what or where that something is? These conclusions reshape the way one views sleep pathologies and consequently have the potential to manifest in different treatment paradigms. These conclusions have bearing on brain organization of sleep and sleep functions. Herein these issues are addressed from this unique perspective.

**The evolution of sleep**

It is not possible to rigorously recreate evolutionary history, but one logical scenario is presented here. The light and temperature rhythms associated with the earth’s rotation were probably used by early single cells – or even primordial conjuncts of metabolites – to time their use, activation, or production of metabolites and metabolic enzymes to the availability and energetic ease of processing nutrients (Figure 4.1).

This association would have established early in evolution, perhaps even before the inception of life and circadian rhythms of metabolic rest–activity cycles. As single cells evolved in complexity, so would chemical signaling, with the development of ligands and effector molecules (receptors) within the cells to time and efficiently
Sleep likely evolved from rest–activity cycles that were initiated by daily light–dark temperature-driven changes in metabolism. This diagram suggests that all organisms lacking complex ganglia can be considered in the wake state because, until ganglia evolved and the associated experience-dependent connectivity, there was no need for sleep. It also suggests that sleep evolved as an emergent network property rather than as a property existent in single neurons. Abbreviations: R/A, rest/activity; E.S., environmental stimuli; T<sub>bo</sub>, body temperature.

regulate metabolism. It seems likely that such intracellular chemical signals might escape the cell from time to time and interact with effector molecules of nearby cells to signal the metabolic state of the first cells and perhaps coordinate the metabolic state of the recipient cell to the first cell for some adaptive purpose. As multicellular organisms evolved, such humoral signaling became even more sophisticated and was used to coordinate various physiological and simple behavioral functions of the whole animal. Further, the humoral signals themselves were influenced by the emergent rest–activity cycles and external environmental cues. Some of the ligand–receptor interactions were associated with ion movements across cell membranes. Although single cells such as bacteria have such electrical events, their use in higher-order information processing was maximized with the development of neurons, ganglia, and brains. As the degree of complexity evolved, the levels of organization at which control systems operated also expanded (Figure 4.1). New, higher-level control systems were integrated into and layered
over previously existing control systems. With this complexity the ability to learn was greatly enhanced and became associated with specialized cells (neurons). Organisms became much more adaptive to environmental challenges in the sense that mobility was greatly enhanced and was directed in part by the integration of memories into real-time responsiveness to the environment. The evolutionary advantage of such complex information processing is obvious. This strategy, however, came at the cost of the development of epigenetic neuronal plasticity (Edelman, 1987). The flexible neuronal connectivity is experience-dependent and is metabolically expensive. The use-driven constant change in the brain’s microcircuitry required a functional mode – that is, sleep – to ensure the stability of synaptic networks that encode innate and learned memories (Kavanau, 1994; Krueger & Obál, 1993).

It is likely that sleep developed from behavioral rest because during rest, niche-appropriate inactivity was already in hand. Similarly, sleep biochemical regulatory events also were probably derived from the regulatory events already regulating rest. Indeed, recent evidence suggests that clock genes involved in regulating circadian rhythms also partake in sleep regulation (Franken, Thomason, & Heller, et al., 2007) (Figure 4.2). Further, because the inactivity reduced metabolic demand and the circadian timing was fine-tuned to link inactivity to availability of nutrients and enzymatic efficacy, it seems likely that metabolic signals were used in sleep-control systems to target sleep to networks that had been metabolically active. This hypothesis is developed further later where we invoke the idea that ATP released with neurotransmission is a key signal that allows neural circuits to keep track of prior wake activity.

From this discussion and the comparative sleep literature (reviewed in Kavanau, 2006; Sauer, Kinkelin, Herrmann, et al., 2003; Tobler, 2005), it is concluded that sleep clearly occurs in insects and other higher-order animals. This conclusion has far-reaching implications. For instance, because the anatomical structures of brains are different the involvement of a particular circuit in a specific species in sleep regulation, although important to that species, may provide little information germane to the issues of what sleeps and the purpose of sleep. Indeed, in Drosophila, the circuits involved in sleep bear little relation to mammalian sleep-regulatory circuits, although the humoral sleep-regulatory molecular networks seem to be shared (Chen, Gardi, Kushikata, et al., 1999; Foltenyi, Greenspan, & Newport, 2007; Kushikata, Fang, Chen, et al., 1998; Williams, Sathyanarayanan, Hendricks, et al., 2007). This issue is returned to later, where we posit that sleep-regulatory circuits play a role in coordinating sleep of neuronal assemblies.

Before concluding this section on the evolution of sleep, two issues are raised. First, do individual neurons sleep? There are definitional difficulties in answering this question. Thus, animal behavior is used to define sleep; we are not aware
The sleep homeostat is composed of multiple sleep regulatory substances that act over different time periods. These substances are also involved in neural plasticity, and this may have bearing on sleep function. Collectively they form parallel and series pathways and feedback loops. Our current knowledge of the biochemical (humoral) regulation of sleep is more extensive than that shown. This figure was derived from work done in mammals. However, subsequently some of the elements were also implicated in sleep regulation in Drosophila melanogaster, including NF-kB (Williams et al., 2007), adenosine (Hendricks et al., 2000), and the EGF signaling network (Foltenyi et al., 2007). The cell types involved are not shown but likely involve every cell type in the brain (e.g., see Figure 4.3). The ultracomplexity of the sleep homeostat likely reflects its long evolutionary history. The longer times associated with the transcription and translation events and protein half-life on the left side of the figure offer a mechanism by which the brain can keep track of past sleep/wake history. The direct sleep-promoting activities of these proteins involve labile substances with shorter half-lives – e.g., NO, adenosine. We propose that this sleep homeostat operates within local neuronal networks such as cortical columns and thereby affects local state (see text). Abbreviations: IL-1, interleukin 1 beta; TNF, tumor necrosis factor; NGF, nerve growth factor; EGF, epidermal growth factor; NF-kB, nuclear factor kappa B; COX, cyclo-oxygenase; NOS, nitric oxide synthase; NO, nitric oxide; PG, prostaglandins; A1AR, adenosine A1 receptor; glu, glutamate; GABA, gamma aminobutyric acid; IL-4, interleukin 4; IL-10, interleukin 10; CRH, corticotrophin releasing hormone; sTNFR, soluble TNF receptor; sIL1R, soluble IL-1 receptor; IL-1RA, IL-1 receptor antagonist.

Figure 4.2. The sleep homeostat is composed of multiple sleep regulatory substances that act over different time periods. These substances are also involved in neural plasticity, and this may have bearing on sleep function. Collectively they form parallel and series pathways and feedback loops. Our current knowledge of the biochemical (humoral) regulation of sleep is more extensive than that shown. This figure was derived from work done in mammals. However, subsequently some of the elements were also implicated in sleep regulation in Drosophila melanogaster, including NF-kB (Williams et al., 2007), adenosine (Hendricks et al., 2000), and the EGF signaling network (Foltenyi et al., 2007). The cell types involved are not shown but likely involve every cell type in the brain (e.g., see Figure 4.3). The ultracomplexity of the sleep homeostat likely reflects its long evolutionary history. The longer times associated with the transcription and translation events and protein half-life on the left side of the figure offer a mechanism by which the brain can keep track of past sleep/wake history. The direct sleep-promoting activities of these proteins involve labile substances with shorter half-lives – e.g., NO, adenosine. We propose that this sleep homeostat operates within local neuronal networks such as cortical columns and thereby affects local state (see text). Abbreviations: IL-1, interleukin 1 beta; TNF, tumor necrosis factor; NGF, nerve growth factor; EGF, epidermal growth factor; NF-kB, nuclear factor kappa B; COX, cyclo-oxygenase; NOS, nitric oxide synthase; NO, nitric oxide; PG, prostaglandins; A1AR, adenosine A1 receptor; glu, glutamate; GABA, gamma aminobutyric acid; IL-4, interleukin 4; IL-10, interleukin 10; CRH, corticotrophin releasing hormone; sTNFR, soluble TNF receptor; sIL1R, soluble IL-1 receptor; IL-1RA, IL-1 receptor antagonist.
animal (Kock, 2004). We can show that cortical column state properties possess all the definitional characteristics of whole-organism sleep; this cannot be done for individual cells. Further, neuronal inactivity, defined by the number of action potentials, cannot be used to define sleep because such inactivity might be part of a larger process. For example, receptor field surround inhibition is used in sensory systems to enhance signal contrast; a single neuron in such a field may not fire, but such silence cannot be considered sleep because it is part of a much bigger process within which the silence is used to enhance a signal. Similarly, reduction of metabolic activity cannot be used to define sleep at the cell level, because if we did so, we would conclude that bacteria – and even certain nonliving chemical systems that are subjected to daily changes in temperature – sleep. Further, it does not seem parsimonious to propose that individual neurons with their relatively short evolutionary history can sleep if we accept that bacteria with billions of years of evolution under their belt do not sleep. It seems more likely that sleep is a network-emergent process (Figure 4.1).

Second, all animals coevolved in the presence of microbes that preceded them by billions of years. There are multiple examples of endosymbiotic relationships between microbes and humans – for example, mitochondria are likely of bacterial origin. Indeed, there are proteins in mammalian brain that bind bacterial cell wall components and signal their presence. The brain expression of at least one of these proteins, peptidoglycan recognition protein, is enhanced by sleep loss (Rehman, Taishi, Fang, et al., 2001). Further, microbial products alter sleep via such pathogen-associated molecular pattern-recognition receptors (Majde & Krueger, 2005). Neurobiologists often avoid such information because it reduces the primacy of the neuron. Nevertheless, serious discussion of the evolution of sleep or any other higher-order function of the nervous system must be inclusive of broader historical issues.

**Sleep regulation**

This section focuses on the biochemical regulation of sleep and its dependency on metabolic activity because there is already evidence that these mechanisms are shared by fruit flies and mammals – for example, epidermal growth factor (Kushikata et al., 1998) and NF-kB (Chen et al., 1999). This evidence is used to illustrate the use-dependency of sleep. Then, in the next section, it is used in combination with additional data to draw conclusions about what it is that sleeps. The neuronal circuits involved in sleep regulation are mentioned only in passing because, as noted, although important for individual species, they differ substantially between insects and mammals and are thus unlikely to provide information on what sleeps and on sleep function. There are many good reviews dealing
with mammalian sleep-regulatory circuitry (e.g., Jones, 2003; McGinty & Szymusiak, 2003; Saper, Scammell, & Lu, 2005; Steriade, 2003). However, a fundamental premise of this literature is that such circuits impose sleep on the brain; hence sleep is viewed as being initiated by these circuits. Our theory, presented later, posits, in contrast, that sleep is initiated within any neuronal assembly depending on past use. The sleep-regulatory circuit paradigm also fails to explain many well-known sleep phenomena. For instance, it does not offer any explanation of performance detriments associated with prolonged wakefulness, sleep function, sleep homeostasis, many sleep parasomnias such as sleepwalking, recurrence and reorganization of sleep after lesions, and so on. In contrast, the local use-dependent sleep theory addresses all these issues.

We have known for many years that mammalian cerebrospinal fluid contains sleep-promoting substances that accumulate during wakefulness (Miller, Goodrich, & Pappenheimer, 1967; reviewed in Obál & Krueger, 2003). Many of these substances have been identified (Figure 4.2). It is not possible, however, to isolate sleep as the independent variable because most if not all physiological parameters change with sleep. As a consequence, investigators have developed lists of criteria that need to be met before a substance can be considered a sleep-regulatory substance (Borbély & Tobler, 1989; Inoué, 1989; Jouvet, 1984; Krueger & Obál, 1994). Criteria common to these lists are (1) The substance if injected should enhance sleep; (2) if inhibited, sleep should be reduced; (3) the level of the substance should vary in brain with sleep propensity; (4) the substance should act on sleep-regulatory circuits (but see next, where we posit that sleep is a fundamental property of any neuronal assembly – by extension the substance should induce the sleep-like state in such assemblies); and (5) the substance should be altered in pathological states associated with enhanced sleepiness. All of these criteria have been met by interleukin-1 beta (IL-1β), tumor necrosis factor alpha (TNF-α), growth hormone–releasing hormone, adenosine, and prostaglandin D2 for NREM sleep regulation. For REM sleep regulation, prolactin, nitric oxide (NO), and vasoactive intestinal polypeptide also meet these requirements (reviewed in Obál & Krueger, 2003). By way of example, the evidence dealing with TNF is expanded on here.

Cytokines such as TNF have long evolutionary histories; they date to the early jawless vertebrates 500 million years ago, and related cytokines date to invertebrates occurring at least 850 million years ago (Opp, 2005). Cytokines are best known for their roles in the immune system, but they may initially have evolved for different purposes (Opp, 2005). TNF was first implicated in sleep regulation about 20 years ago by the finding that it has the capacity to enhance NREM sleep (Shoham, Davenne, Cady, et al., 1987). In subsequent years, a plethora of additional evidence suggests that TNF is a sleep-regulatory substance (reviewed in Krueger, Rector, & Churchill, 2007; Obál & Krueger, 2003).
Central or systemic injection of TNF-α enhances the duration of NREM sleep and electroencephalographic (EEG) delta (1/2 to 4 hertz) power (an index of sleep intensity) and/or sleepiness in every species thus far tested, including mice, rats, rabbits, sheep, and humans (e.g., Dickstein, Moldofsky, Lue, et al., 1999). In contrast, inhibition of TNF using anti-TNF antibodies, the soluble TNF receptor, or a TNF siRNA reduces spontaneous NREM sleep and/or EEG delta power (Taishi, Churchill, Wang, et al., 2007). IL-4, IL-10, and IL-13 inhibit either the actions or production of TNF and sleep (reviewed in Obál & Krueger, 2003). Mice lacking the TNF 55-kDa receptor sleep less than corresponding control mice; this effect is manifest primarily during a 12-hour period surrounding the transition between night and day (Fang, Wang, & Krueger, 1997). Hypothalamic and cerebral cortical levels of TNF mRNA (Bredow, Taishi, Guha-Thakurta, et al., 1997) and TNF protein (Floyd & Krueger, 1997) vary about 2- and 10-fold respectively across the day, with higher levels associated with greater sleep propensity. Sleep deprivation is associated with enhanced brain TNF levels (Taishi, Gardi, Chen, et al., 1999); if TNF is blocked, sleep rebound after sleep deprivation is greatly attenuated (reviewed in Obál & Krueger, 2003). Further, inhibition of TNF also blocks the increases in NREM sleep induced by an acute mild increase in ambient temperature (Takahashi & Krueger, 1997). If TNF is injected into or near the anterior hypothalamic sleep-regulatory circuits, NREM sleep is enhanced (Kubota, Li, Guan, et al., 2002; Terao, Matsumura, Yoneda, et al., 1998). In contrast, injection of the soluble TNF receptor into this area reduces spontaneous sleep (Kubota et al., 2002). In humans, plasma levels of TNF vary with EEG delta power (Darko, Miller, Gallen, et al., 1995). In those pathologies associated with fatigue, sleepiness, or excess sleep that have been examined thus far, enhanced circulating TNF levels occur. The list includes post-myocardial infarction, preeclampsia, postdialysis fatigue, sleep apnea, insomnia, rheumatoid arthritis, postviral fatigue syndrome, Acquired Immune Deficiency Syndrome (AIDS), and alcoholism (reviewed in Krueger, Rector, & Churchill, 2007; Majde & Krueger, 2005). Treatment of rheumatoid arthritis (Franklin, 1999) and sleep apnea patients (Vgontzas, Zoumakis, Lin, et al., 2004) with a soluble TNF receptor reduces their fatigue or sleep. If sleep apnea patients are treated surgically, TNF plasma levels are restored to normal and sleepiness is reduced (Kataoka, Enomoto, Kim, et al., 2004). Further, if subjects are given low doses of endotoxin, plasma levels of TNF and sleep are enhanced (Mullington, Korth, Hermann et al., 2000). Circulating levels of TNF likely affect sleep via the vagus nerve, because vagotomy in rats blocks intraperitoneal TNF-enhanced NREM sleep (Kubota, Fang, Guan, et al., 2001). A TNF polymorphic variant, G-308A, is associated with sleep apnea (Riha, Brander, Vennelle, et al., 2005) and metabolic syndrome (Sookoian, Gonzalez, & Pirola, 2005), a condition exacerbated by sleep loss (Spiegel, Knutson, Leproult, et al., 2005). TNF is associated with the development of insulin resistance; thus sleep loss–enhanced TNF may be a causal factor in sleep loss–associated insulin
resistance. Such data strongly implicate TNF in sleep regulation and in pathologies associated with sleep loss. Similar data, but not quite as extensive, exists for the other substances shown in Figure 4.2.

The downstream mechanisms of TNF’s role in sleep regulation indicate its involvement in a biochemical network involving many of the other substances implicated in sleep regulation. TNF signaling is complex. Mature, soluble TNF, a 17-kDa protein, is cleaved from a 26-kDa membrane-associated protein. Both forms can have biological activity. Further, the transmembrane form can act as a receptor as well as a ligand (Eissner, Kolch, & Scheurich, 2004). The intracellular domains of the two TNF receptors lack intrinsic enzymatic activity; rather, they recruit a variety of cytosolic adaptor proteins, and this helps to account for the pleiotropic actions of TNF. The extracellular domains can be cleaved to form soluble TNF receptors and the 55-kDa soluble TNF receptor is a normal constituent of cerebrospinal fluid (Puccioni-Sohler, Rieckmann, Kitze, et al., 1995). Its role in sleep regulation is unknown, although—as mentioned—it can inhibit sleep. One major TNF-activated signaling pathway activates new gene transcription while another leads to cell death. The cell death pathway, via caspases 3 and 8, appears to be a rare physiological event, because TNF-responsive gene products function to prevent cell death (reviewed Ledgerwood, Pober, & Bradley, 1999) and indeed can be neuroprotective (Fontaine, Mohand-Said, Hanoteau, et al., 2002; Yang, Lindholm, Konishi, et al., 2002).

TNF promotes NF-kB activation; in turn, TNF production is enhanced by NF-kB activation (Figure 4.2) (reviewed in Obál & Krueger, 2003). NF-kB is a transcription factor usually acting as an enhancer element for a wide array of genes, including other cytokines such as IL-1, nerve growth factor (NGF), epidermal growth factor (EGF), and other substances involved in sleep regulation, such as the adenosine A1 receptor, the gluR1 component of AMPA receptors, cyclo-oxygenase, and nitric oxide synthase (Figure 4.2). There may be some degree of specificity for NF-kB activation to sleep. Sleep loss enhances hypothalamic and cortical NF-kB activation (Brandt, Churchill, Rehman, et al., 2004; Chen et al., 1999). Adenosine also elicits NF-kB nuclear translocation in basal forebrain via the adenosine A1 receptor (Basheer, Rainnie, Porkka-Heiskanen, et al., 2001). Finally, an inhibitor of NF-kB shortens the duration of NREM sleep (Kubota, Kushikata, Fang, et al., 2000). Thus, via the actions of TNF on NF-kB and the NF-kB-enhanced enzymes and receptors, shorter-lived molecules known to be involved in sleep regulation are recruited into the sleep regulatory biochemical cascade, including adenosine, NO, and prostaglandins. That these mechanisms are also likely involved in the regulation of local cerebral blood flow highlights the relationships between cellular metabolism, sleep, and blood flow; it might be fruitful to know if these relationships extend beyond mammals.

TNF may also provide a bridge between the circadian rhythm and the sleep homeostat regulatory influences on sleep. Thus, there are daily rhythms in brain
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Figure 4.3. Synaptic release of ATP conjointly with neurotransmission provides a mechanism by which the brain can keep track of past activity via cytokine release and the subsequent effects on gene expression. Via conversion of ATP to adenosine rapid (seconds to minutes) (right side) changes in network state near the site of release via adenosine receptors are possible. The activity–ATP-induced cytokine release from glia (left side) in turn activates NF-kB, and this alters expression of receptors such as the adenosine A1 receptor, a P1 receptor, and the gluR1 subunit of the AMPA receptor. Both of these receptors are involved in sleep (Basheer, Strecker, Thakkar, et al. 2004; Bazhenov, Timofeev, Steriade, et al. 2002). Their expression will alter the cell’s sensitivity to adenosine and glutamate. This mechanism is thought to be a long-term synaptic scaling mechanism (see text). How the individual cells determine whether upscaling (AMPA) or downscaling (adenosine) is needed and the relationship of that mechanism to sleep remains unknown. Abbreviations: P2R, purine type 2 receptors; P1R, purine type 1 receptors; NF-kB, nuclear factor kappa B; glu, glutamic acid; R, receptors.

TNF protein levels of about 10-fold in the hypothalamus and cortex (Floyd & Krueger, 1997). Removal of the TNF 55-kDa receptor results in sleep deficits that are limited to a period of about 8 hours at the transition between night and day (Fang et al., 1997). Finally, TNF inhibits expression of some clock genes via interfering with CLOCK-BMAL1–induced activation of E-box regulatory elements (Cavadini, Petrzilka, Kohler, et al., 2007) (Figure 4.2).

Upstream events involved in TNF synthesis and release suggest a close relationship to cell activity and metabolism in the brain. Activity in neurons is translated into pre- and postsynaptic events that manifest in both the short run and long run. Thus ATP is coreleased with neurotransmitters (Figure 4.3) (reviewed in Farber & Kettenmann, 2006); in turn, some of that ATP is hydrolyzed to adenosine. Adenosine acts on neurons via the adenosine A1 receptor to hyperpolarize cells via
K+ channels (Basheer et al., 2004). ATP also acts via P2X7 receptors on microglia to induce the release of IL-1 and TNF (Bianco, Pravettoni, Colombo, et al., 2005; Gabel, 2007; Hide, Tanaka, Inoué, et al., 2000; Suzuki, Hide, Ido, et al., 2004). These substances, in turn, act on cells bearing their receptors to activate NF-kB. TNF also acts on astrocytes in conjunction with ATP via P2Y1 receptors to release glutamate (Domercq, Brambilla, Pilati, et al., 2006). Glutamate itself can induce TNF production and release (De, Krueger, Simasko, et al., 2005). A second method used to demonstrate activity-dependence of cytokines uses the whisker stimulation–somatosensory cortex rat model. Thus, after 2 hours of whisker twitching, TNF immunoreactivity in neurons is enhanced in the cortical column that receives afferent input from the whisker, while enhanced TNF immunoreactivity is not as evident in adjacent cortical columns (Fix, Churchill, Hall, et al., 2006). It is not currently known if this increase of neuronal TNF expression results from TNF uptake from the microglia-released TNF or if it is synthesized in the neuron of its expression.

The upstream and downstream events involved in TNF central nervous system actions begin to illustrate the molecular complexity of sleep regulation and its connection to present and past activity within the brain. An additional action of TNF suggests that it has a role in synaptic efficacy. Thus, TNF enhances cytosolic Ca2+ levels (De, Krueger, Simasko, et al., 2003) and AMPA receptor expression (Yu, Cheng, Wen, et al., 2002). If TNF is inhibited, AMPA-induced postsynaptic potentials and AMPA-induced changes in Ca2+ are reduced, suggesting that this action is physiological. Application of a TNF siRNA to the cortex reduces gluR1 mRNA (gluR1 is a subunit of the AMPA receptor) (Taishi et al., 2007). AMPA receptors are involved in EEG delta wave power and in synaptic plasticity (Bazhenov et al., 2002; Beattie, Stellwagen, Morishita, et al., 2002). Direct evidence indicates that TNF is involved in synaptic scaling (Stellwagen & Malenka, 2006). Such data suggest a TNF-dependent mechanism for the reconfiguration of synaptic weights (Albensi & Mattson, 2000; Malinow & Malenka, 2002) and that this is inseparable from sleep.

TNF and other sleep regulatory substances (SRSs) have the capacity to act locally within the cortex to alter a sleep phenotype, EEG delta power, and cortical column state. Thus unilateral application of TNF to the surface of the cortex enhances EEG delta power during NREM sleep but not during REM sleep or waking on the ipsilateral side but not on the contralateral side, suggesting that sleep is more intense on the side receiving TNF (Yoshida, Peterfi, Garcia-Garcia, et al., 2004). Further, if the soluble TNF receptor is applied unilaterally to the cortex, the enhanced EEG delta power induced by prior sleep deprivation is reduced on the ipsilateral side only. Further, application of a TNF siRNA reduces spontaneous EEG delta power during NREM sleep on the side receiving it but not on the opposite side.
What exactly is it that sleeps? (Taishi, et al., 2007). These unilateral changes in EEG delta power are associated with changes in Fos and IL-1 protein immunoreactivity in the corresponding cortical areas and reticular thalamus (Churchill, Yasuda K., Yasuda T., et al., 2005), suggesting the involvement of a biochemical sleep-regulatory cascade and known thalamocortical sleep regulatory circuitry (Steriade, 2003). These data coupled with what is known about use-dependent production of TNF strongly support the notion of sleep being targeted to active circuits and being initiated at a local network level. Further, local application of TNF to cortical columns is associated with changes in the state of the cortical column (Churchill, Rector, Yasuda, et al., 2006). Such changes suggest that sleep is a fundamental property of neuronal networks; this is the subject of the next section.

**Organization of sleep**

The evidence discussed concerning TNF’s involvement in sleep regulation as well as other biochemical sleep-related evidence brought us to the idea that the whole brain was not required to participate in sleep and that sleep was initiated as a local event (Krueger & Obál, 1993). There are extensive other data in support of this hypothesis. Sleep intensity, a sleep phenotype determined from EEG delta power, is dependent on prior use and is targeted and localized to areas disproportionately used during prior wakefulness. EEG delta power is enhanced in the left somatosensory cortex compared to the right during NREM sleep after prolonged right-hand stimulation prior to sleep onset (Kattler, Dijk, & Borbély, 1994). Other evidence is consistent with the idea that sleep is a regional property of brain dependent on prior activity. In mice, rats, chickens, pigeons, humans, and cats, if a localized area is disproportionately stimulated during waking, EEG delta power in that area is enhanced during subsequent NREM sleep (Cottone, Adamo, & Squires, 2004; Ferrara, De Gennaro, Curcio, et al., 2002; Huber, Ghilardi, Massimini, et al., 2004; Iwasaki, Karashima, Tamakawa, et al., 2004; Miyamoto, Katagiri, & Hensch, 2003; Miyamoto, Katagiri, & Hensch, 2003; Yasuda T., Yasuda K., Brown, et al., 2005; Vyazovskiy, Borbély, & Tobler, 2000). There are also several findings showing that cerebral blood flow during sleep is enhanced in those areas disproportionately stimulated during prior waking (Drummond, Brown, Stricker, et al., 1999; Maquet, 2001). Finally, the developmental plasticity literature (Frank, Issa, & Stryker, 2001; Marks, Shaffery, Oksenberg, et al., 1995; Mascetti Rugger, Vallortigara, et al., 2007) and the learning literature demonstrating replay of neuronal electrical patterns associated with waking learning tasks (Ji & Wilson, 2007) indicate changes in the EEG during sleep are targeted to areas activated during prior waking.

As mentioned in the introduction to this chapter, if a subject survives a brain lesion, whether experimental or pathological, for a few days or more, it sleeps.
There apparently are no reported cases of subjects with complete lack of sleep, including those with fatal familial insomnia (Montagna, 2005). This is an important metafinding for sleep research because it indicates that sleep is a property of any surviving group of neurons. Additional evidence suggests that parts of the brain can be awake while other parts are asleep. From comparative studies, it is clear that many species of birds and marine mammals exhibit unihemispheric sleep (Mukhametov, 1984; Rattenborg et al., 2001). Perhaps the best example of this is the sleep of the bottle-nose dolphin; high-amplitude delta sleep never occurs simultaneously in both of this creature’s cerebral hemispheres (Mukhametov, 1984). A defining characteristic of NREM sleep, EEG delta waves, has a local cortical origin (Steriade, 2003). Further, isolated cortical islands that retain their blood flow wax and wane through periods of high-amplitude delta waves (Kristiansen & Courtois, 1949). Clinical evidence also indicates that the brain can be awake and asleep simultaneously (e.g., parasomnias such as sleepwalking) (Mahowald & Schenck, 2005).

Cerebral cortical columns are experimentally accessible well-defined examples of neuronal assemblies and are posited to be a basic processing unit of the awake brain (Koch, 2004). They as well as other neuronal assemblies are also posited to be the minimal component of brain manifesting a sleep state (Krueger & Obá, 1993, 2003). The input–output properties of individual cortical columns can be characterized using sensory stimulation as the input and evoked response potentials (ERPs) as the output. Rector, Topchiy, and Rojas (2005a) have shown that somatosensory and auditory cortical columns oscillate between at least two states; one of those states has sleep-like characteristics. Thus the amplitudes of ERPs are greater during sleep than during awake. If the rat is asleep when ERPs are determined, ERP amplitude is greater in most of the columns measured; conversely, if the rat is awake, most of the columns exhibit lower-amplitude ERPs. Because some columns are found in a sleep-like state during whole-animal wake episodes and some columns are in the wake-like state during sleep, it suggests that sleep is a fundamental property of the column. The probability of finding a column in the sleep-like state is increased if the column is excessively stimulated before determination of state. Further, cortical column sleep is homeostatic in the sense that the probability of occurrence of the sleep-like state is dependent on the amount of time it was previously in the waking state. The longer the column is in a wake-like state, the higher the likelihood that it will make the transition to the sleep-like state (Rector, Topchiy, Carter, et al., 2005b). Finally, using the ERP to define state and a conditioned learning paradigm, Rector and colleagues demonstrated that there are behavioral consequences to cortical column state. Rats trained to lick in response to stimulation of a single facial whisker have a greater incidence of behavioral errors if the somatosensory cortical column receiving afferent input
from the stimulated whisker is in the sleep-like state (Walker, Topchiy, Koupstov, et al., 2005).

The biochemical sleep mechanisms involving TNF and other related SRSs (Figure 4.2) are consistent with the idea that sleep is a local activity-dependent network property. Regional changes in sleep intensity (EEG delta power), blood flow and replay of electrical patterns during sleep also indicate a relationship between waking activity and sleep and that sleep is a regional/local process. The comparative and clinical literatures also clearly indicate that sleep is a property of something less than the whole brain. Finally, direct evidence suggests that neural assemblies oscillate between states.

Mechanistically our hypothesis is summarized as follows (Krueger et al., 2007). Neurotransmission is associated with synaptic corelease of ATP with the neurotransmitter. The consequent increase in extracellular ATP thus provides a measure of prior local neuronal activity. The ATP is detected by nearby purine type 2 receptors on glia causing the release of sleep-regulatory cytokines such as TNF and IL-1, and this provides for the translation of prior neuronal activity into local levels of sleep-regulatory substances. These substances in turn, by a slow process (gene transcription/translation), alter electrical properties of nearby neurons by altering their own production and that of receptor populations, such as AMPA and adenosine receptors, on the neurons. The sleep-regulatory substances also, by a fast process (diffusion for short distances), directly interact with their receptors on neurons and alter electrical properties. Further, ATP itself breaks down, releasing extracellular adenosine, which, in turn, acts on adenosine receptors, again altering electrical potentials on the nearby neurons. These events are happening locally, and the collective electrical changes result in a shift in input–output relationships within the local neuronal assemblies that originally exhibited the increase in activity. In a mathematical model, the local neuronal assemblies synchronize (also called phase locking) with each other because they are loosely connected to each other via neurons and humorally (Roy, personal communication). Further, we think that the sleep-regulatory circuits and the associated activation networks also serve to ensure the synchronization of neuronal assembly state for niche-adaptation purposes. This view, that sleep is a local use-dependent process, has profound implications for sleep function; this is discussed in the next section.

**Sleep function**

The evolutionary costs of sleep are high; one does not normally eat, drink, socialize, or reproduce during sleep, and sleep subjects one to predation. The evolution of sleep in the face of these high costs suggests an important adaptive value to sleep. At one level, important for evolutionary fitness, we know a function of
sleep: peak performance is restored. This finding has led to the universal acknowledgment that sleep serves a restorative function. However, at a more reductionist level, there has been a failure to identify what is restored. Nevertheless, several modern theories of sleep function posit that sleep stabilizes synaptic networks by affecting synaptic efficacy and connectivity (Crick & Mitchinson, 1983; Kavanau, 1994; Krueger & Obál, 1993; Tononi & Cirelli, 2006). Other sleep function theories are closely related, especially those originating from the developmental (Benington & Frank, 2003; Marks, Shaffery, Oksenberg, et al., 1995) and memory (Drosopoulos, Schulze, Fischer, et al., 2007; Maquet, 2004) literatures, in that they posit that sleep is for connectivity. These ideas have their origin in the observation that experience modifies the microcircuitry of the brain. Such use-dependent-induced changes in synaptic efficacy and connectivity have the potential to lead to dysfunction – for example, loss or modification of critical synaptic networks (Kavanau, 1994; Krueger & Obál, 1993). Thus the brain is confronted with the problem of how to maintain synaptic networks that contain both instinctual and learned memories that have proven adaptive (the prima facie evidence is that the organism is alive) in the face of a constantly changing network modified by everyday experience. Herein we presented a sleep regulatory mechanism that simultaneously had the potential to stabilize cell sensitivity by changing receptor populations for excitatory (glutamate) and inhibitory (adenosine) molecules as the need arises due to neuronal activity. This is accomplished via the SRSs that are altered by activity and which, in turn, alter expression of the receptors involved at the sites where the SRSs were induced by use. Although we are far from any comprehensive molecular or genetic understanding of sleep, this view suggests that sleep mechanisms are closely tied to a fundamental sleep function of connectivity. Further, such a mechanism provides insight to the issue of unconsciousness. Thus, if we consider input during waking to induce an environmentally adaptive output, then – after prolonged neuronal use and the activation of those mechanisms shown in Figures 4.2 and 4.3 – the consequent SRS release would induce a new output (state shift). The new output would likely not be relevant to the environmentally driven input and thus be maladaptive if allowed to manifest in motor or cognitive real-time outputs because behavior would not be coordinated in real-time to environmental inputs. There would thus be an adaptive need to prevent the animal from behaving at such times. The local sleep mechanisms are thus not only inseparable from the connectivity/metabolic functions of sleep but also provide the necessity for unconsciousness.
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What exactly is it that sleeps?


Evolutionary medicine of sleep disorders: Toward a science of sleep duration

PATRICK MCNAMARA AND SANFORD AUERBACH

Introduction

Evolutionary medicine is a relatively new field of inquiry that attempts to apply the findings and principles of evolutionary anthropology and biology to medical disorders (Armelagos, 1991; Cohen, 1989; Nesse & Williams, 1998; Stearns, 1999; Stearns & Koella, 2007; Trevathan, Smith, & McKenna, 1999, 2008; Williams & Nesse, 1991). Although a fair number of medical disorders have been explored from the evolutionary medicine perspective (see the collection of papers in Stearns, 1999, and Trevathan et al., 1999, 2008), sleep disorders have not been among them. This is unfortunate, as application of evolutionary theory to problems of sleep disorders will likely yield significant new insights into both the causes and solutions of all of the major sleep disorders.

In this chapter, we discuss several of these major sleep disorders as well as some of the less common ones. Our choice of which disorders to cover was rather arbitrary: we chose those where, we believe, evolutionary analysis is currently in a position to shed new light on the symptomatology of the disorder as well as on its potential ultimate causes. We were particularly interested in disorders that might also shed light on a potential science of sleep durations.

Why sleep durations? Time spent asleep is one of the most important aspects of sleep, as it is directly linked to the restorative qualities of sleep. If you do not get enough sleep, you do not feel well. Too much or too little sleep relative to the population mean has also been linked to disease and to premature mortality (Bliwise & Young, 2007; Hublin, Partinen, Koskenvuo, et al., 2007; Kripke, 2003; Shankar, Koh, Yuan, et al., 2008; Stranges, Dorn, Shipley, et al., 2008). In addition to its clinical links in humans, sleep duration also appears to contribute to fundamental physiologic and ecologic adaptations of many nonhuman mammalian
species. As the chapters in this volume attest, variations in sleep durations across mammalian species are correlated with key physiological and ecological characteristics of species even after correcting for phylogenetic relatedness between species. Clearly sleep duration must be linked in some fundamental way with sleep functions. Unfortunately, we do not yet have a science of sleep duration. Rule-governed changes in sleep durations as a function of sleep disorder therefore might provide unique insight to the normal mechanisms of sleep duration.

Sleep disorders

Sleep disorders can be divided into two very broad classes: dyssomnias and parasomnias. Dyssomnias involve changes in sleep duration such that the patient gets too much or too little sleep. Parasomnias involve partial arousals from within a rapid-eye-movement (REM) or non–rapid-eye-movement (NREM) sleep state. A third class of sleep-related disorders involves changes in the circadian pacemaker system such that the daily sleep period is displaced (delayed or advanced) from its normal slot within the 24-hour day. We confine our discussion to the dyssomnias.

Dyssomnias

As mentioned, dyssomnias involve a change in sleep amount from normal reference values. Hypersomnolence is too much sleep and insomnia is too little. Insomnia and excessive daytime sleepiness are, in fact, the most common disorders of sleep. Changes in sleep duration, furthermore, are associated with significant risks to both physical and mental health. Persons with longer REM sleep durations (relative to the population norm), for example, experience greater risks for various medical conditions (e.g., cardiovascular disease, obesity, etc.) and mortality (Brabbins, Dewey, Copeland, et al., 1993; Dew, Hoch, Buysse, et al., 2003; Kripke, 2003). They are also at greater risk for depression. The increased risk for these “comorbidities” remains even after adjusting for age, gender, and previous mental illness and health status (Brabbins et al., 1993; Dew et al., 2003; Kripke, 2003). Moreover, it has become increasingly clear in recent years that the restorative or homeostatic properties of sleep are dependent on an interaction between sleep amounts and sleep intensity parameters, as formalized in Borbély’s original two-process model of sleep regulation (Borbély, 1982) and its more recent emendations (Achermann & Borbély, 2003). When they are deprived of sleep, mammals typically exhibit a sleep rebound proportional to the amount of sleep lost (Tobler, 2000), indicating that the amount of sleep, or of some specific intensity component of sleep reflected in “amount of sleep,” is physiologically obligatory.
Decades of research into the effects of sleep deprivation suggest that sleep durations can be adjusted upward or downward depending on the animal’s ability to sleep intensively or efficiently. The ability to sleep intensively, in turn, appears to be related to both intrinsic physiologic factors such as brain size and extrinsic ecologic factors such as predation pressures and food availability. For mammals, sleep intensity involves getting enough of a certain kind of sleep – particularly slow-wave delta sleep.

**Sleep intensity and the homeostatic regulation of sleep**

The importance of the intensity dimension of sleep was first uncovered in experiments on effects of sleep deprivation. The most dramatic effect of sleep deprivation in every mammalian species studied thus far has been the phenomenon of “compensatory rebound” or the increase over baseline of sleep times and intensity, where intensity is measured by higher arousal thresholds, enhanced slow-wave activity, enhanced REM frequencies per unit time, and “deeper” as well as longer sleep cycles (Borbély, 1980; Tobler, 2005). After sleep deprivation, mammals attempt to make up for lost sleep by enhancing the intensity of sleep rather than merely the time spent in subsequent sleep. Birds, too, demonstrate a compensatory rebound after sleep deprivation, but the rebound appears to involve increased overall sleep times rather than enhancements in slow-wave activity. On the other hand, only a few avian species have been studied to date, so it is too early to draw any firm conclusions about sleep intensity in birds. Nevertheless, the phenomenon of compensatory rebound phenomena in mammals indicates a very ancient and conserved homeostatic need for a certain set of reference values (amount and intensity) of sleep.

Borbély (1982) first formalized the insight that mammalian sleep durations involved a homeostatic rate-setting mechanism that kept sleep amounts within a “normal” range of values. His proposal for such a mechanism involved interactions between the daily circadian pacemaker, waking durations, and sleep intensity. In his “two-process” model of sleep regulation a sleep need process (process S) increases during waking (or sleep deprivation) and decreases during sleep. This part of the model indexes restorative aspects of sleep and explicitly predicts that sleep is required for some restorative process of the brain or the body or both. Process S is proposed to interact with input from the light-regulated circadian system (process C) that is independent of sleep and wakefulness rhythms. Slow-wave activity (SWA) is taken as an indicator of the time course of process S because SWA is known to correlate with arousal thresholds and to markedly increase during the previous waking period and during the rebound period after sleep deprivation in all mammals studied. After a threshold value of process S is reached (i.e., once the
appropriate amount and intensity of slow-wave sleep [SWS] is reached), process C will be activated. Simulations using the model’s assumptions show that the homeostatic component of sleep falls in a sigmoidal manner during waking and rises in a saturating exponential manner during sleep.

Both REM and NREM SWS are under homeostatic control and enhancements of sleep intensity over baseline addresses the homeostatic need for sleep. In short, sleep intensity indexes daily functional need.

What then determines functional need for sleep? Tissue repair? Energy requirements? Recent activity levels? Pathogen stress? Brain plasticity or cognitive processing loads? Reproductive competition? Ecological factors such as the availability of food resources or the presence of predators? As the chapters in this volume suggest, comparative data demonstrate that all of these factors play a role in shaping sleep durations and intensity parameters across species. Does any of this information matter for understanding the dyssomnias?

Yes, it does. Let us begin our discussions of the dyssomnias with an evolutionary analysis of that paradigmatic disorder of sleep – insomnia.

Insomnia

Insomnia, of course, involves a restriction in normal amounts of sleep. Sleep duration is decreased relative to the rest of the population or to the individual’s normal amount of sleep. Between 1 in 4 and 1 in 3 persons suffer from some amount of insomnia each year. Insomnia tends to increase with age and is associated with incident stressors in the person’s life; as stressors decline in their salience, so does the sleep problem. Insomnia in older adults is associated with reduced REM and SWS percentages (Chesson, Hartse, Anderson, et al., 2000; Espiritu, 2008). Insomnia is the most common disorder of sleep. It has been estimated to affect about one-third of the American population.

In our experience, if one simply surveys patients passing through a primary care clinic, almost half will acknowledge some problem with insomnia, even though some may have relatively mild conditions. Although prevalence rates may vary across studies according to the stringency of the definition applied to the population, it is generally agreed that 10% to 15% of the general population will suffer from moderate to severe degrees of insomnia. Furthermore, chronicity is not uncommon. About 90% of those suffering from insomnia will manifest a chronic picture, with symptoms persisting for more than 6 months. Many of these patients will present with symptoms spanning many years or even decades.

The impact of insomnia on people’s lives and on the economy in general is enormous by any measure (National Institutes of Health, 2005). In the mid-1990s, the direct costs, in terms of clinical services and medication costs, were estimated to approach $14 billion annually. If one considers indirect costs as generated by
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accidents, workplace absenteeism, decreased productivity, and increased comorbidity, the cost may increase by another $77 billion to $92 billion. There is an abundant literature supporting the concern that chronic insomnia may be associated with impairments in cognitive function, a decrease in overall health, an increase in accidents, a lowered pain threshold, and an increased susceptibility to accidents and injuries (Roth, Franklin, & Bramley, 2007). In a general way, then, insomnia has been associated with an overall negative impact on quality of life.

The interface between insomnia with other medical and psychiatric disorders is of interest. For instance, several studies suggest that in addition to being a feature of many medical and psychiatric disorders, insomnia may also be a risk factor for predicting the development of future psychiatric disorders. Insomnia may be a risk factor for the development of a relapse after recovery from a mood disorder.

Insomnia may also enhance pain and suffering. The interaction between pain and sleeplessness may be reciprocal. For instance, insomnia may lead to a lowered pain threshold; pain may, in turn, lead to insomnia; treatment of the insomnia may accelerate the treatment of the pain. In a similar fashion, insomnia and depression may be intertwined, and treatment of an underlying depression may lead to improvement in the insomnia; but it seems that targeted treatment of insomnia may also facilitate treatment of the depression.

The importance of insomnia as an independent disorder and its relation to other medical and psychiatric disorders has contributed to a recent paradigm shift in the way clinicians view insomnia. It is not and should not any longer be viewed as a mere symptom of some other problem but rather as an independent “syndrome” requiring independent mechanisms for its production.

Let us now turn to how an evolutionary medicine perspective can shed light on insomnia. The first step is to clarify the definition of insomnia that will be referenced in this discussion. The revised edition of the International Classification of Sleep Disorders (American Sleep Disorders Association, 2005) identifies two key features. The first is the presence of at least one feature of sleep disruption despite an adequate opportunity to sleep. There may be difficulties with sleep onset, frequent awakenings, prolonged period(s) of awakening, or an early awake time. The mere acknowledgment of sleep disruption, however, is not adequate for the diagnosis of a sleep disorder. It is also important to identify an impact on daytime function. In some respects, the association of insomnia with daytime symptoms (fatigue, cognitive impairments, or affective symptoms) and other symptoms of distress is an equally important component of the definition of insomnia. Thus daytime affective disturbances associated with sleeplessness are hallmark symptoms of idiopathic insomnia.

It is always tempting to compare insomnia with sleep deprivation. In both cases, there is a disruption of sleep in the context of evidence suggesting stress on the
organism. A reader may be quick to point out that the very definition of insomnia requires the presence of distress, even though causality is not specified. Nevertheless, the distinction between insomnia and sleep deprivation becomes evident when one looks at the element of associated sleepiness. Patients suffering from sleep deprivation are generally found to be quite sleepy during the day. There is an abundant literature emphasizing that subjects who are deprived of their usual sleep requirement experience characteristics of sleepiness (Balkin, Rupp, Picchioni, et al., 2008). This is true when subjects are subjected to enforced sleep deprivation or external demands, as may be imposed by the requirements of a disruptive sleep environment, the demands of a busy medical training program, or the influence of a crying infant. All result in an urge to sleep when given the opportunity, a shortened sleep latency (time to fall asleep), or a susceptibility to “microsleeps” – seconds-long dips into a sleep state. Insomniacs, however, are usually not considered to be sleepy even though they may say that they are. Standard “objective” measures of daytime sleepiness, such as the Epworth Sleepiness Scale or the Multiple Sleep Latency Test, generally reveal that insomniacs are no more sleepy than age-matched controls who do not complain of insomnia. In fact, insomniacs may appear to be less prone to sleepiness than the normal controls.

At first, the apparent resistance of the insomniac to the homeostatic drive toward sleepiness may seem paradoxical. If one speaks to the insomniacs arriving at a sleep clinic, it soon becomes clear that the sleepless nights make the sufferers feel terrible the following day. Although they do not feel well, insomniacs are not necessarily sleepy the next day. Despite the claims of problems with sleep initiation and/or maintenance and apparent shortening of total sleep time, these individuals do not display the same degree of sleepiness as the sleep-deprived. In short, insomniacs may resemble to some extent the class of people known as short sleepers, except that these individuals do not complain of feeling terrible the next day, as do the insomniacs (Fichten, Libman, Creti, et al., 2004). Both the insomniacs and the short sleepers exhibit an objective reduction in sleep times relative to the rest of the population. But do both groups of people exhibit resistance to homeostatic drive or the need to make up for lost sleep? It is not clear that the short sleepers do. Although they do not sleep much, short sleepers exhibit either a normal or even an enhanced homeostatic drive when deprived of the short amounts of sleep they do get (Aeschbach, Postolache, Sher, et al., 2001). So we are left with insomniacs as the group of individuals who seem to exhibit clear resistance to homeostatic drive.

Is it possible that resistance to the homeostatic drive could be viewed from the perspective of evolutionary medicine? As one reviews the literature on insomnia, it becomes clear that the emphasis has been on the negative impact of insomnia
on the individual. As noted, this negative impact has been examined in terms of behavioral, cognitive, social, and even economic terms. Therefore it is unlikely that a clinician would think about a possible advantage of insomnia, even when this idea is phrased in evolutionary terms. A somewhat different approach would be to think that a disorder as common as insomnia may, in certain circumstances, carry an advantage. Perhaps, the answer is in the middle of this same literature. The common theme is that insomnia is typically associated with stress. Although the research often implies that the stress may be a product of the insomnia, causality is usually not addressed. In fact, in the clinical situation, the patient may often blame the symptoms of stress on the insomnia, rather than considering that the insomnia is the product of the stress. Of course, the clinical situation carries a selection bias. Sleep medicine clinics are usually visited by patients who trace the source of their ill feelings to the insomnia and have little insight as to the fact that anxiety or other stressors are the triggers rather than the product of their insomnia. On the other hand, the patient who views his or her insomnia as a product of anxiety or other medical condition will seek assistance outside the sleep clinic and direct attention to the associated disorder.

Perhaps there are two steps we need to take to reformulate insomnia in terms that will permit an analysis appropriate for evolutionary medicine. The first is to note that insomnia is always associated with a state of stress. The second step is to reformulate sleeplessness as a resistance to homeostatic drive. Again, the sleep literature has often focused on sleep need and the homeostatic drive to meet that sleep need. This is the drive to sleep that the organism begins to accumulate on awakening. As noted above each organism carries a sleep drive and a daily sleep need. The drive to sleep, in short, is an established fact in the sleep sciences. Much less attention has been directed toward the necessity to resist this homeostatic drive. It is quite easy to consider circumstances where the individual should resist this drive to sleep. Ironically, insomniacs may carry this resistance.

One final point must be made in considering the paradoxical “evolutionary advantage” of insomnia in association with stress. At first glance, one might suspect that the insomniac is at a clear disadvantage because of the impairments in daytime functioning that are frequently reported. Indeed, insomnia may be associated with a decrease in performance. (Whether the drop in performance is a function of the lost sleep or the associated stress is debatable.) Nevertheless, these patients still perform reasonably well. If one starts with predictions of performance based on sleep deprivation studies, one will be surprised by the extent of preserved function. This leads us to the final step in the consideration of insomnia from an evolutionary perspective. Insomnia is a state of homeostatic resistance with a relative preservation of the functions otherwise encountered in the well-rested individual. The advantage of this state in times of stress follows.
How does this formulation apply to the clinician? The first step is that insomnia should be considered as a disorder associated with stress. Both need treatment. The concern about whether to consider one as a symptom or a comorbid disorder is not useful. Even if insomnia is a response to stress, concern over the insomnia adds to stress. Perhaps it is worthwhile to remind the patient that insomnia is likely to be an adaptation serving to handle stress. In fact, if the individual is not experiencing stress, he or she would not seek assistance and the condition would not fulfill the requirements for the definition of insomnia. Simply shifting the assessment of insomnia from the idea that it is only a deficit or burden that the individual is helpless to battle to a new portrayal of the insomniac as particularly good at resisting homeostatic drive might help both the patient and physician to cope with the problem. This conceptual shift might also help sleep specialists shift from treating insomnia with sleeping pills to a strategy of identifying the triggers that activate the inherent capacity to resist homeostatic drive. Among the most potent of these triggers is anxiety.

The link between anxiety and insomnia suggests overactivation or hyperarousal of subcortical structures and of amygdalar circuits as one source of sleeplessness; this supposition has been supported by neuroimaging studies (Carr, Drummond, & Nesthus, 2003; Desseilles, Dang-Vu, Schabus, et al., 2008). The hyperarousal may also lead to an inhibition of SWS and thus the decreased SWS observed in elderly insomniacs.

The culprit in this whole story is, of course, anxiety. Anxiety leads to hyper-arousal, which leads to insomnia. Why would it benefit an organism to restrict its time asleep and most especially restrict its time in SWS when it is anxious? The simplest answer, of course, is that anxiety signals danger, and thus vigilance levels need to be maintained until the danger is past. After the danger is past, vigilance can be relaxed and lost sleep made up through the compensatory rebound process described previously. Insomniacs would then be considered humanity’s natural sentinels.

There are problems, however, with this explanation for insomnia. If vigilance against “danger” is the ultimate cause of chronic insomnia, one would expect some sort of differential inhibition of the sleep state from which it is most difficult to arouse an individual. But it is not at all clear that it is easier for animals to arouse out of REM versus NREM sleep, especially when considering the lighter stages of NREM sleep. One might think that it would be better to inhibit REM than NREM sleep when faced with danger or predation pressure, because REM makes the animal more vulnerable to predation (muscle paralysis is a typical feature of REM sleep in most species studied). REM sleep is also associated with inhibition or hypoarousal of the prefrontal cortex (PFC) – the cortical region responsible for strategic decision making in most species – surely a skill needed in dealing with
danger. Finally, REM sleep is associated with the vivid hallucinatory phenomena called dreams. Failure to inhibit REM sleep when facing danger might predispose the animal to perceptual error. In short, if insomnia is about enhancing vigilance to face danger, one would expect differential inhibition of REM rather than NREM sleep, but what we see in insomnia is greater inhibition or loss of SWS rather than REM sleep.

Thus, if enhanced REM values are a liability when facing danger or threat, why is REM sleep not differentially inhibited in anxious insomniacs? Perhaps what is really going on in both the insomniac and in the case where we face a real threat is preparation for a fight rather than a flight. Evolutionary theory and comparative data point to REM sleep and its associated mentation as a system designed to activate aggression circuits and respond to threat (Revonsuo, 2000; McNamara, 2004). Social aggression in many mammalian species including humans has been linked to activation of hypothalamic, amygdalar and limbic sites, and reductions in serotonergic activity (Crowe & Blair, 2008; Linnoila, De Jong, & Virkkunen, 1989; Linnoila, Virkkunen, George, et al., 1994; Virkkunen, Kallio, Rawlings, et al., 1994). These same brain sites are highly activated in REM sleep, while serotonergic levels are also reduced. REM-related sleep mentation or dreams are drenched in high levels of aggression. Studies of dream content with standardized scoring methodologies reveal that fully half of all dreams include at least one episode of aggression (Domhoff, 2000; Domhoff & Hall, 1996). REM dreams in particular are saturated with aggression. McNamara, McLaren, Smith, and colleagues (2005), for example, found significantly higher aggression/friendliness percents for REM (65%) versus NREM (33%) and versus wake (23%) reports and the associated effect sizes were moderately large (Cohen’s $h = -0.64$ for REM–NREM; $-0.88$ for REM–wake, and $-0.24$ for NREM–wake) and were statistically significant. The most dramatic difference between REM versus NREM dreams concerned the aggressor percent, which adjusts the number of dreamer-initiated aggressions by number of instances where the dreamer was a victim of an aggression. The aggressor percent for NREM was 0%, indicating that the dreamer was never reported to be an aggressor in NREM. By contrast, it was 52% for REM ($P < 0.0001$). In short, unlike NREM dreams and daytime reports about social interactions, REM dreams are saturated with scenes of aggression, particularly dreamer-initiated aggressions. Presumably sleep mentation is a reflection of the underlying brain circuits activated in tandem with the mentation. In the case of REM dreams, those circuits must include neural systems that code for and promote aggression.

Thus, in insomnia, hyperarousal and its concomitant high subcortical and amygdalar activation levels would likely lower the threshold for aggressivity in insomniacs. People under threat are indeed anxious, but they are also angry.
Are insomniacs aggressive? Very little data speak directly to this question. Ireland and Culpin (2006) studied levels of aggression in 184 incarcerated juvenile offenders. Aggression was related both to the quantity and quality of sleep reported, with reduced quantity and quality of sleep predicting increased overall aggression.

We have examined one end of the spectrum of changes in sleep-duration insomnia. Now let us look at the other end of the spectrum — disorders involving too much sleep. These include narcolepsy, idiopathic hypersomnia, and Kleine–Levin syndrome.

**Narcolepsy and hypersomnolence**

It is estimated that as many as 3 million people worldwide are affected by narcolepsy. Narcoleptic symptoms typically are first noticed in teenagers or young adults (Benca, 2007). The age-of-onset profile is similar in some respect to age of onset of schizophrenia and suggests a derailed developmental process of some kind. This derailment implies perhaps that in the typical case, some aspects of sleep continue to develop into adolescence. If we could identify those aspects of sleep that develop in adolescence, we might be better able to identify the process that gets derailed in narcolepsy.

Whatever sleep process is affected by the onset of narcoleptic symptoms, the end result is a disinhibition of REM and the experience of too much sleep. Changes in sleep architecture have been extensively documented in narcolepsy (see Guilleminault & Anagnos, 2000, for review) with reduced REM latencies, either no change or an increased REM percent, increased REM densities, and sleep onset REM (SOREM) instead of the normal process with NREM at onset of sleep. SWS may be reduced or show a rapid decrement in the early part of the sleep period. The individual undergoes what appear to be irresistible “sleep attacks” composed primarily of REM sleep.

In addition to dysregulatory REM attacks, the narcoleptic symptom complex includes cataplexy, sleep paralysis, and hypnogogic hallucinations, all REM-related phenomena. Nighttime sleep is often interrupted by awakenings and terrifying dreams (Guilleminault & Anagnos, 2000; Lee, Bliwise, Lebret-Bories, et al., 1993). Evidence suggests that narcolepsy runs in families; 8% to 12% of people with narcolepsy have a close relative with at least one of the symptoms of narcolepsy. Narcolepsy is strongly associated with the HLA DQB1*0602 genotype. There is also an association with HLA DR2 and HLA DQ1, suggesting autoimmune disorder. Recent findings have implicated loss of hypothalamic orexinergic cells in the hypothalamus of narcoleptics. These cells promote arousal and wakefulness, among other things.
Narcolepsy occurs before age 20 in 80% of cases and before the age of 10 in only 5% to 10% of cases. Thus, like schizophrenia, narcolepsy appears to have its onset typically in adolescence. Whatever the proximate cause of the derailment of the sleep development process at adolescence in narcoleptics, the end result is a disinhibition of REM-related physiologic processes. What developmental processes are occurring at or near puberty that are involved in sleep processes? One such set of processes/structures that come online at or near puberty are the executive functions associated with the PFC.

If REM is necessary for normal PFC development and REM is disrupted during development, PFC functions may be disrupted as well. We know that when REM is disturbed or inhibited in adults, daytime PFC functions are correspondingly impaired (Harrison, Horne, & Rothwell, 2000). Perhaps then, derailment of REM processes during development prevents normal development of prefrontal functions in narcoleptics, and one would notice this problem at adolescence when PFC functions normally come fully into play. If so, this would imply that one functional contribution of sleep, particularly REM, is the development of PFC functions. The functional association between REM sleep and PFC, in turn, would imply correlated evolution of the two traits across mammalian species. This latter evolutionary hypothesis could be tested with comparative data—a hypothesis not yet tested as far as we are aware. But first, is there any evidence that PFC functions are impaired in narcoleptics?

Using functional magnetic resonance imaging (fMRI) techniques, Kaufman, Schuld, Pollmacher, and Auer (2002) demonstrated that patients with narcolepsy showed bilateral reductions in cortical gray matter predominantly in inferior temporal and inferior frontal brain regions. Relative global loss of gray matter was independent of disease duration or medication history. No significant alterations in subcortical gray matter were noted.

In summary, given the evident links between REM and PFC functions revealed by narcolepsy, narcolepsy may give us insights to the correlated evolution of sleep and brain structure—in this case the PFC. The changes in sleep duration associated with narcolepsy may also hold clues for development of a science of sleep duration. To piece those clues together into any kind of coherent framework, we need to examine other disorders of increased sleep duration.

**Idiopathic hypersomnia**

Idiopathic hypersomnia is excessive sleepiness of unknown cause or origin. It is characterized by persistent complaints of excessive sleepiness and long, unrefreshing daytime naps. Some patients report sleep times of greater than 15 hours per day (Bassetti & Aldrich, 2000). Between 20% and 60% of patients report...
a feeling of “sleep drunkenness,” difficulty awaking from sleep, and extreme difficulty “getting going” in the morning. During these periods of sleep drunkenness there may be performance deficits on gait tests and on cognitive tests. There is often a positive family history of excessive daytime sleepiness. Although there is often no change in percentages of REM sleep, there is frequently an increase in SWS parameters.

*Kleine–Levin syndrome*

Arnult, Lin, Gadoth, et al. (2008) recently reviewed the literature on Kleine–Levin syndrome (KLS). In KLS, some event – a viral infection, a physical trauma, or even seasickness – triggers a hypersomnolent episode. The onset of the sleep attack can be rapid, on the order of hours, and patients may sleep up to 20 hours per day. Associated behavioral changes may include overeating, irritability, hypersexuality, and confusional states. Hypersomnolent bouts may last for weeks and then disappear for long periods of time. Like narcolepsy, KLS onset is more common in adolescence and occurs most often in males. There are typically no significant changes in REM parameters but an enhancement of SWS. There are also sleep-onset REM periods, as in narcolepsy.

In summary, all of the dyssomnias involve a change, either an increase or decrease, relative to the norm in sleep durations. Sleep durations can be adjusted up or down depending on the level of homeostatic drive. If there is resistance to that drive, sleep is adjusted downward. If there is enhancement of that drive, sleep is adjusted upward. Given that homeostatic drive is largely indexed by slow-wave activity in mammalian species, it appears that NREM SWS is driving or linked to the mechanism that adjusts sleep durations. When SWS duration is increased, so is sleepiness; and when sleep is restricted, as in insomnia, so is SWS. These directional relationships do not seem to hold for REM sleep – that is, the effect is selective.

Why might SWS differentially influence sleep times? We mentioned above the special role that SWS plays in sleep intensity and in the restorative aspects of sleep. Apparently, when you get too much or too little SWS, you lose the restorative qualities of sleep and “gain” a feeling of sleepiness or sleeplessness.

In the case of too little sleep or insomnia, we have seen why it might be plausible to think of insomnia as part of a facultative mechanism to enhance the aggressiveness of the organism and to deal with threat. Is there any evidence that the hypersomnias can be viewed as facultative adjustments as well? Too much sleep typically occurs in response to infection (Krueger & Fang, 2000); thus it may be that narcolepsy, KLS, and idiopathic hypersomnia may all be considered adaptive responses to infection.
Most animals, humans included, become sleepy with the onset of infection (Hart, 1990). Experimental work confirms that soon after infectious challenge, animals exhibit an increase in NREM sleep durations and a decrease in REM sleep (Krueger & Fang, 2000). Conversely, sleep loss can render one more vulnerable to infection. After sleep deprivation, several immune system parameters change, including natural killer cell activity, interleukin-1, tumor necrosis factor, prostaglandins, nitric oxide, and adenosine. After prolonged (2 to 3 weeks) sleep deprivation, rats become septicemic (Rechtschaffen & Bergmann, 2001) and die. The relation between sleep states and parasite elimination has not been sufficiently studied but seems a very promising avenue for further research.

All three of the hypersomnia syndromes mentioned here have been linked to infectious disease. In the case of narcolepsy, the strong association with positive HLA findings has suggested autoimmune disease, although this is controversial. In the case of idiopathic hypersomnia and KLS, clinical histories have consistently implicated onset of the disease in response to infection. Whether autoimmunity or response to infection is at issue, it is clear that immune response is altered in all three hypersomnias. It is worth considering this response in evolutionary perspective.

Evolutionary medicine has called attention to the fact that the very successes of modern medicine may create unusual medical disorders. Elimination of common parasitic infections may create ideal conditions for autoimmune inflammatory disorders. Hurtado A., Hurtado I., Sapien, and Hill (1999) pointed out, for example, that prevalence of helminth parasites and incidence of asthma are inversely correlated. They do not typically coexist. Immunoglobulin E (IgE) response is triggered by exposure to helminths. When helminths are eliminated by modern medicine and cleanliness, the immune response is free to overreact to allergens, thus stimulating disorders like asthma. Whether or not we can consider these hypersomnias as adaptive responses to infection or as species of an overreactive immune response and perhaps even autoimmune disorders remains to be seen.

What about the relevance of the dyssomnias for a science of sleep durations? We have seen that duration can be facultatively adjusted up or down depending on need. In the case of insomnia, sleep duration is adjusted downward, we argued, to facilitate aggression. In the case of the hypersomnias, sleep duration is adjusted upward, we argued, to respond to infection. These facultative responses of sleep times to challenges suggest that (1) sleep duration is plastic and of course “adjustable”; (2) SWS drives sleep times more so than does REM sleep; and (3) the two sleep states evolved under differing selective pressures, with slow-wave sleep evolving in response to parasite evolution and REM sleep more tightly linked to brain evolution. These conclusions, however, must be considered tentative and
speculative until they can be evaluated more rigorously in the laboratory and the clinic.
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Introduction

The primates comprise a diverse group of eutherian mammals, with between some 200 and 400 species, depending on the taxonomic authority consulted (e.g., Corbet & Hill, 1991; Wilson & Reeder, 2005). Most of these species dwell in tropical forests, but primates also thrive in many other habitats, including savannas, mountainous forests of China and Japan, and even some urban areas. Living primates are divided into two groups, the strepsirrhines (lemurs and lorises) and the haplorrhines (monkeys, apes, and tarsiers). Strepsirrhines include mostly arboreal species and retain several ancestral characteristics, including greater reliance on smell and (in most species) a dental comb that is used for grooming. Most are nocturnal, but some have, in parallel with most haplorrhines, evolved a diurnal niche. They are found only in the Old World tropics. Haplorrhines are more widely distributed geographically, being found in both the New and Old Worlds. They include two groups, the platyrhines and the catarrhines. Platyrhines are monkeys native to the New World. Catarrhines include both Old World monkeys and apes. With the exception of owl monkeys in the genus *Aotus*, all monkeys and apes are active during the day (i.e., diurnal), and most live in bisexual social groups that vary in size from 2 to well over 100 adults (Smuts, Cheney, Seyfarth, et al., 1987).

Nonhuman primates are among the best-studied of mammals, in large part because of their close phylogenetic relatedness to humans. Much of the research on wild primates has focused on issues of biomedical importance, such as emerging infectious diseases (Chapman, Gillespie, & Goldberg, 2005; Wolfe, Escalante, This material is based on work supported in part by the National Institute of Mental Health. Grant 5R01MH070415-03.
As a result, we know much about the parasites and pathogens that infect wild primates (Nunn & Altizer, 2005, 2006). An additional goal of studying primates is to gain insight into human evolution (Foley & Lee, 1989; Smuts et al., 1987). Thus a wealth of information is available on primate behavior and ecology (Smuts et al., 1987), primate phylogeny (Disotell, 2008; Purvis, 1995), and the geographical distribution and population sizes of different primate species (Hilton-Taylor, 2002).

Sleep is an important factor in nonhuman primate health, behavior, and ecology and can play a central role in shaping daily activity schedules (Anderson, 1998, 2000). For instance, locating a suitable sleep site can be an important component of individual survival in primates, allowing them to avoid mosquito vectors or predators (Anderson, 1998, 2000; Day & Elwood, 1999; Di Bitetti, Vidal, Baldovino, et al., 2000; Heymann, 1995; Nunn & Heymann, 2005). Thus, hamadryas baboons (Papio hamadryas) travel to cliffs to sleep at night (Kummer, 1968), whereas chimpanzees (Pan troglodytes) build new nests every night for sleeping (Boesch & Boesch-Achermann, 2000).

Together, these factors make primates particularly valuable for the comparative study of sleep, with the potential to provide critical advances in our understanding of human sleep disorders, the ecology of sleep in nonhuman primates and humans, and the evolution of sleep patterns more generally. Properly controlled comparative studies of sleep in primates and other mammals have been rare, usually requiring comparative biologists to examine variation across mammals rather than within different orders of mammals (Capellini, Barton, McNamara, et al., 2008a; Capellini, Nunn, McNamara, et al., 2008b; Elgar, Pagel, & Harvey, 1988; Lesku, Roth, Amlaner, et al., 2006). A handful of studies have investigated the durations of rapid-eye-movement (REM) and non–rapid-eye-movement (NREM) sleep in primates, however, providing some data for at least initial comparative studies of primate sleep (e.g., Bert & Pegram, 1969; Hsieh, Robinson, & Fuller, 2008; Perachio, 1971).

In this chapter, we review existing knowledge of sleep in primates, focusing in particular on variation in sleep quotas across primate species in relation to ecological and life history traits. Our goals are threefold. First, we aim to identify those aspects of sleep that have changed on the primate lineage. Second, based on our review, we advance selected hypotheses for distinctive characteristics of sleep expression in primates. We test these hypotheses when sufficient data exist. Last, we summarize gaps in our knowledge of primate sleep and identify the primate species that are most important for future data collection. We propose more generally that increased knowledge of sleep expression among nonhuman primates will deepen our understanding of the function of sleep and human sleep disorders.
The measurement of primate sleep quotas and sleep architecture

We focus much of this review on four basic parameters of sleep expression – known as “sleep quotas” – in primates. These simply represent the total time spent asleep per day and the time spent in each of the two major forms of mammalian sleep: active or REM sleep, and quiet or NREM sleep. Periods of REM and NREM sleep alternate throughout the sleeping period, and the mean duration of these sleep cycles – measured from initiation of NREM to the end of the subsequent bout of REM sleep – is the fourth parameter of interest.

Despite the apparent validity of using sleep quotas to study sleep expression across primates, these data must be interpreted with caution, given several methodological problems associated with the collection of sleep quotas. Among the most troublesome of these issues has been the necessity for animals to be studied in the laboratory rather than in their natural habitats. When studied in the laboratory, animals may be restrained to record electroencephalographic (EEG) sleep changes. Restraint for animals can be very stressful and can therefore affect the sleep data obtained from the experiment. Data from telemetric recordings are available for only a handful of primates, including baboons (Bert, 1975), lemurs (Vuillon-Cacciuttolo, Balzamo, Petter, et al., 1976), monkeys (Hsieh et al., 2008; Reite, Stynes, Vaughn, et al., 1976), and chimpanzees (Bert, Kripke, & Rhodes, 1970); few would consider these studies to be “natural” with respect to the behavior and ecology of the animals involved. In these studies, the animals undergo surgery to implant electrodes that can measure brain wave activity and transmit the information to a receiver. The transmitter was usually housed in a small box that was affixed to the top of the animal’s head, allowing the animal the freedom to move without attached wires. Twenty-four-hour EEG recordings could therefore be obtained from the animal while it moved about and while it slept. There was no need to strap the animal into a chair or restraining device or to drug the animal so that EEG recordings could be secured. In that sense the animal was not restrained when telemetry was used. Recent advances in EEG data acquisition technology offer many promising opportunities for studies of sleep in wild, naturally behaving primates (Rattenborg, Voiren, Vissotski, et al., 2008).

Other factors may also influence sleep measures. For example, the ambient temperature in a laboratory setting may differ from conditions typical in the wild; this is relevant because sleep variables are known to be sensitive to small changes in temperature. Usually laboratories are under constant lighting, which is likely to impact components of the sleep response in some animals. Thus comparative biologists should restrict their analyses to sleep studies that meet a set of basic criteria (e.g., Capellini et al., 2008a; McNamara, Capellini, Harris, et al., 2008).
Specifically, the ideal should be to use data that record the animal’s brain activity with an EEG for at least 24 hours under normal (for the animal) light–dark schedules and ambient temperatures and only after the animal has adapted to the laboratory and recording procedures. Unfortunately we cannot yet meet this ideal for comparative studies of primates. In this chapter, we therefore include behavioral measures of sleep for some estimates of total sleep times and limit the data to studies with 12 or more hours of observation (which should be sufficient for most species of primates that sleep in only one block of time per day – i.e., they are monophasic).

**Empirical data and general evolutionary patterns**

Available data on average sleep quotas in primates are provided in Table 6.1 (McNamara, et al., 2008). We found data on 20 species of nonhuman primates, to which we also added data on humans from Carskadon and Dement.

<table>
<thead>
<tr>
<th>Species</th>
<th>Total sleep</th>
<th>REM duration</th>
<th>NREM duration</th>
<th>Sleep cycle length</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Aotus trivirgatus</em></td>
<td>17</td>
<td>1.82</td>
<td>15.15</td>
<td></td>
</tr>
<tr>
<td><em>Callithrix jacchus</em></td>
<td>9.5</td>
<td>1.61</td>
<td>7.9</td>
<td>50</td>
</tr>
<tr>
<td><em>Chlorocebus aethiops</em></td>
<td>10.1</td>
<td>0.65</td>
<td>9.44</td>
<td></td>
</tr>
<tr>
<td><em>Erythrocebus patas</em></td>
<td>10.9</td>
<td>0.86</td>
<td>9.99</td>
<td></td>
</tr>
<tr>
<td><em>Eulemur macaco</em></td>
<td>9.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Eulemur mongoz</em></td>
<td>11.9</td>
<td>0.72</td>
<td>11.16</td>
<td></td>
</tr>
<tr>
<td><em>Homo sapiens</em></td>
<td>8.5</td>
<td>2.1</td>
<td>6.37</td>
<td>90</td>
</tr>
<tr>
<td><em>Macaca arctoides</em></td>
<td>9</td>
<td>1.38</td>
<td>7.65</td>
<td>50</td>
</tr>
<tr>
<td><em>Macaca mulatta</em></td>
<td>10.2</td>
<td>2.05</td>
<td>8.19</td>
<td></td>
</tr>
<tr>
<td><em>Macaca nemestrina</em></td>
<td>14</td>
<td>0.92</td>
<td>13</td>
<td>80</td>
</tr>
<tr>
<td><em>Macaca radiata</em></td>
<td>9.1</td>
<td>1.05</td>
<td>8.06</td>
<td></td>
</tr>
<tr>
<td><em>Macaca sylvanus</em></td>
<td>11.7</td>
<td>1.07</td>
<td>10.7</td>
<td>31.1</td>
</tr>
<tr>
<td><em>Microcebus murinus</em></td>
<td>15.4</td>
<td>0.99</td>
<td>14.4</td>
<td></td>
</tr>
<tr>
<td><em>Pan troglodytes</em></td>
<td>11.5</td>
<td>2.06</td>
<td>9.46</td>
<td>90</td>
</tr>
<tr>
<td><em>Papio anubis</em></td>
<td>9.2</td>
<td>1</td>
<td>8.2</td>
<td>40</td>
</tr>
<tr>
<td><em>Papio papio</em></td>
<td>10.1</td>
<td>1.06</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td><em>Perodicticus potto</em></td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Phaner furcifer</em></td>
<td>11.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Saguinus oedipus</em></td>
<td>13.2</td>
<td></td>
<td>19</td>
<td></td>
</tr>
<tr>
<td><em>Saimiri sciureus</em></td>
<td>9.7</td>
<td>1.77</td>
<td>7.8</td>
<td>12</td>
</tr>
<tr>
<td><em>Theropithecus gelada</em></td>
<td>10.9</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a*Blank cells indicate that no data are available.

*b*Based on EEG data.

---

Table 6.1. Sleep quotas in primates
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</tr>
</thead>
<tbody>
<tr>
<td><em>Aotus trivirgatus</em></td>
<td>17</td>
<td>1.82</td>
<td>15.15</td>
<td></td>
</tr>
<tr>
<td><em>Callithrix jacchus</em></td>
<td>9.5</td>
<td>1.61</td>
<td>7.9</td>
<td>50</td>
</tr>
<tr>
<td><em>Chlorocebus aethiops</em></td>
<td>10.1</td>
<td>0.65</td>
<td>9.44</td>
<td></td>
</tr>
<tr>
<td><em>Erythrocebus patas</em></td>
<td>10.9</td>
<td>0.86</td>
<td>9.99</td>
<td></td>
</tr>
<tr>
<td><em>Eulemur macaco</em></td>
<td>9.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Eulemur mongoz</em></td>
<td>11.9</td>
<td>0.72</td>
<td>11.16</td>
<td></td>
</tr>
<tr>
<td><em>Homo sapiens</em></td>
<td>8.5</td>
<td>2.1</td>
<td>6.37</td>
<td>90</td>
</tr>
<tr>
<td><em>Macaca arctoides</em></td>
<td>9</td>
<td>1.38</td>
<td>7.65</td>
<td>50</td>
</tr>
<tr>
<td><em>Macaca mulatta</em></td>
<td>10.2</td>
<td>2.05</td>
<td>8.19</td>
<td></td>
</tr>
<tr>
<td><em>Macaca nemestrina</em></td>
<td>14</td>
<td>0.92</td>
<td>13</td>
<td>80</td>
</tr>
<tr>
<td><em>Macaca radiata</em></td>
<td>9.1</td>
<td>1.05</td>
<td>8.06</td>
<td></td>
</tr>
<tr>
<td><em>Macaca sylvanus</em></td>
<td>11.7</td>
<td>1.07</td>
<td>10.7</td>
<td>31.1</td>
</tr>
<tr>
<td><em>Microcebus murinus</em></td>
<td>15.4</td>
<td>0.99</td>
<td>14.4</td>
<td></td>
</tr>
<tr>
<td><em>Pan troglodytes</em></td>
<td>11.5</td>
<td>2.06</td>
<td>9.46</td>
<td>90</td>
</tr>
<tr>
<td><em>Papio anubis</em></td>
<td>9.2</td>
<td>1</td>
<td>8.2</td>
<td>40</td>
</tr>
<tr>
<td><em>Papio papio</em></td>
<td>10.1</td>
<td>1.06</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td><em>Perodicticus potto</em></td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Phaner furcifer</em></td>
<td>11.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Saguinus oedipus</em></td>
<td>13.2</td>
<td></td>
<td>19</td>
<td></td>
</tr>
<tr>
<td><em>Saimiri sciureus</em></td>
<td>9.7</td>
<td>1.77</td>
<td>7.8</td>
<td>12</td>
</tr>
<tr>
<td><em>Theropithecus gelada</em></td>
<td>10.9</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Primate sleep in phylogenetic perspective

Figure 6.1. The phylogenetic distribution of total sleep time in primates. Darker branches represent longer sleep durations per 24-hour period. Internal nodes were reconstructed using maximum parsimony. Note that the maximum parsimony reconstruction of the root node (11.8) is slightly higher (but within the confidence interval) of the estimate from the Bayesian analysis (11.3, see text and Table 6.2).

Owl monkeys, cotton-top tamarins (*Saguinus oedipus*), and mouse lemurs (*Microcebus murinus*) appear to be the “marathon sleepers” among the primate species studied thus far. Their average total sleep time per day ranges from 13 to 17 hours. Interestingly, the two longest-sleeping species are nocturnal (owl monkeys and mouse lemurs). Our evolutionarily closest relative, the chimpanzee, sleeps an average of 11.5 hours per day, quite close to the phylogenetic average for all primates. The short sleepers in our dataset sleep for 8 to 10 hours and are phylogenetically diverse; they include humans, a handful of cercopithecine monkeys, a lemur, and some New World primates.

With these data, we can investigate evolutionary patterns – for example, by reconstructing ancestral states of sleep traits on primate phylogeny. Before conducting such tests, however, it is important to assess whether primate sleep quotas exhibit what evolutionary biologists call “phylogenetic signal” (Blomberg & Garland, 2002; Blomberg, Garland, & Ives, 2003). This concept simply captures whether more closely related species exhibit more similar values in their sleep quotas; such an effect would indicate that the trait is shared through common
Figure 6.2. The phylogenetic distribution of NREM sleep in primates. Darker branches represent increased duration of NREM sleep. See Table 6.1 for details. Internal nodes were reconstructed using maximum parsimony.

descent, suggesting that it is an evolved trait. In addition, phylogenetic signal would show that data vary sufficiently across species for comparative study, such that measurements available for different species can be linked to ecological, life history, or behavioral traits of those species. Phylogenetic signal in sleep traits has been shown to exist across a wide range of mammalian species (Capellini et al., 2008a), but this appears to be structured mostly at the order level (e.g., with rodents exhibiting more similarity to other rodents than to carnivores), and we lack an understanding of patterns of phylogenetic signal within orders, including primates. Figures 6.1 to 6.3 indicate that more closely related primate species exhibit similar trait values, and a statistical test for phylogenetic signal (Blomberg et al., 2003) reveals some evidence for greater similarity among more closely related primate species, especially for REM and NREM sleep durations examined separately (Table 6.2). Although these test results are not statistically significant, they approach significance; hence, given the small sample sizes and the probable measurement error involved with estimating sleep quotas, it is reasonable to suggest that these results point toward the existence of phylogenetic signal (Blomberg et al., 2003; Ives, Midford, & Garland, 2007). These analyses thus suggest that
Table 6.2. Phylogenetic signal in primate sleep parameters

<table>
<thead>
<tr>
<th>Variable</th>
<th>K statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total sleep</td>
<td>0.241</td>
<td>0.108</td>
</tr>
<tr>
<td>NREM sleep</td>
<td>0.297</td>
<td>0.072</td>
</tr>
<tr>
<td>REM sleep</td>
<td>0.218</td>
<td>0.061</td>
</tr>
</tbody>
</table>

*aThe P value does not reflect a significant level of the K statistic; rather, it indicates whether the mean square error (MSE) for the dataset is significantly lower than the mean MSE on permuted datasets because such a result would indicate significant phylogenetic signal (see Blomberg et al., 2003).

Evolutionary history explains some of the variation in primate sleep traits, as was found more convincingly in a larger set of mammals (Capellini et al., 2008a).

Assuming that evidence for phylogenetic signal is strengthened as more species of primates are studied, we can also use phylogenetic methods to reconstruct sleep characteristics of the ancestral primate and examine trends in sleep characteristics.
Table 6.3. Bayesian estimates of ancestral states and evolutionary parameters

<table>
<thead>
<tr>
<th>Log-likelihood (harmonic mean)</th>
<th>Ancestral value</th>
<th>Lower 95% CI</th>
<th>Upper 95% CI</th>
<th>Mean λ</th>
<th>Mean κ</th>
<th>Mean δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total sleep</td>
<td>−47.5</td>
<td>11.3</td>
<td>9.4</td>
<td>13.4</td>
<td>0.32</td>
<td>2.39</td>
</tr>
<tr>
<td>NREM</td>
<td>−38.7</td>
<td>10.0</td>
<td>7.3</td>
<td>13.2</td>
<td>0.38</td>
<td>2.42</td>
</tr>
<tr>
<td>REM</td>
<td>−12.1</td>
<td>1.3</td>
<td>0.7</td>
<td>1.9</td>
<td>0.57</td>
<td>1.24</td>
</tr>
</tbody>
</table>

*Results from 10,001 samples of a Bayesian posterior probability distribution, calculated in Bayes Traits (Pagel & Meade, 2007). Ancestral value reflects the mean estimate, and lower and upper 95% confidence interval (CI) reflects the distribution of values obtained from the Bayesian analysis.*

over primate evolution. To reconstruct sleep in the ancestral primate, we used a Bayesian approach, as this provides a means to put confidence intervals on the reconstructed ancestral node (Pagel, Meade, & Barker, 2004). To implement these tests, we used the program BayesTraits (Pagel & Meade, 2007) with Purvis’s (1995) “supertree” for the estimate of primate phylogeny. From this analysis, we estimate that the ancestral primate slept an average of just over 11 hours per day, with 10 hours of NREM and 1.3 hours of REM sleep. The confidence intervals are provided in Table 6.3.

This methodology also provides another way to assess phylogenetic signal (Freckleton, Harvey, & Pagel, 2002) and models of evolutionary change (Pagel, 1997, 1999). For example, the program BayesTraits calculates a parameter known as λ, ranging between 0 (no phylogenetic signal) and 1 (phylogenetic signal consistent with a Brownian motion model of evolution); higher values thus indicate greater phylogenetic signal (Freckleton et al., 2002). The values presented in Table 6.3 suggest that REM sleep exhibits more phylogenetic signal than other traits. Conversely, the parameter κ investigates how evolutionary rate varies in relation to branch length (i.e., the time separating speciation events on the phylogeny). We find that κ is lower for REM than for NREM. This indicates that especially for NREM sleep, more change in sleep times occurs on longer branches, thus suggesting that sleep has not evolved according to an adaptive radiation model (with large changes early in a clade and occurring on short branches). Similarly, the values of δ > 1 indicate that more change occurs later in evolution than in the early stages and confirms a pattern of species adaptation rather than of early adaptive radiation. From this analysis, it appears that the two forms of sleep have undergone somewhat different evolutionary trajectories in primates. We should note, however, that most of these parameters had extremely wide confidence intervals that encompassed 1, probably owing to the small sample sizes; thus we consider these analyses to be exploratory.
Primates also exhibit variability in the amount of time devoted to NREM sleep and REM sleep (Table 6.1). For example, monkeys spend between 7 and 15 hours in NREM sleep (Figure 6.2). Time devoted to REM sleep varies from a little over 30 minutes per day in the vervet monkey (*Cercopithecus aethiops*) to 2 hours per day in the chimpanzee and human (Figure 6.3). REM sleep may have increased in the great apes, although this is based on only two ape species in the dataset. Increases in REM sleep can be seen in other lineages.

In general, it appears that total sleep duration in primates is most sensitive to the amount of NREM sleep. Thus, in analyses of independent contrasts that control for the nonindependence of species values (Felsenstein, 1985; Garland, Harvey, & Ives, 1992; Nunn & Barton, 2001), we found that evolutionary increases in NREM sleep correlate strongly with evolutionary increases in total sleep among primates, whereas REM sleep shows no such association (Figure 6.4, panels a and b). In contrast to work across mammals more generally (Capellini et al., 2008a), we failed to find a significant association between NREM and REM sleep in primates (Figure 6.4c). Although this may again reflect low statistical power, it is noteworthy that the slope of this nonsignificant relationship is in fact negative (see legend of Figure 6.4), whereas previous work demonstrated positive associations across mammals more generally (Capellini et al., 2008a). Additional data collection on primate sleep may reveal a difference in this regard in primates compared to other mammals.

**Sleep in relation to biological characteristics of primates**

In the previous section we showed how the evolutionary history of a species helps explain why closely related species have similar sleep durations; but what explains the remaining variation in primate sleep? Here we consider factors that might account for variability in sleep patterns. In this section, we first review features of primates that might be related to sleep characteristics and then, when sufficient data exist, present tests that investigate some of these predictions.

It is generally agreed that one of the major evolutionary transitions in the primate order involved a shift from a nocturnal to a diurnal activity period, which has occurred more than once (Martin, 1990). The shift from nocturnality to diurnality was associated with dramatic changes in ecology and behavioral capacities. Prominent among ecological changes was increased predation pressure from diurnal predators, such as raptors, leading to a need to monitor the environment visually for these and other predators. The shift to a diurnal lifestyle may also have played a role in the evolution of larger, permanent social groups in most primate lineages, as this would have afforded greater safety from predators (Janson, 1992; van Schaik, 1983). Moreover, some diurnal lineages became more terrestrial and
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moved into more open habitats (Nunn & Barton, 2001). Living on the ground may have exposed these animals to greater predation pressure and thus led to selection for even larger social groups (Nunn & van Schaik, 2002). Finally, the shift to diurnality is associated with greater sexual selection, especially among terrestrial species (e.g., greater body mass dimorphism; Plavcan & van Schaik, 1997).

In terms of brain evolution, there emerged a tendency among diurnal primates toward reduction of the olfactory region of the brain and expansion of the cerebral cortex, associated with an increasing reliance on visual sensory modalities (Barton, Purvis, & Harvey, 1995). Diurnal primates, for example, have either dichromatic or trichromatic color vision and fields of view that significantly overlap, resulting in true three-dimensional depth perception (Cartmill, 1974; Martin & Ross, 2005). The combination of greater predation pressures and enhanced social interaction likely also promoted expansions in brain volumes linked to visual processing and management of social capacities (Barton, 1998; Barton & Dunbar, 1997). In primates, living in a larger social group is associated with increased neocortex size (Dunbar, 1992, 1998), and increasing sexual selection covaries with the size of brain structures involved in sensorimotor skills (Lindenfors, Nunn, & Barton, 2007).

The evolutionary shift to a diurnal lifestyle, therefore, had an enormous impact on primate behavior and life history strategies. In what follows, we consider how these and other features may have influenced primate sleep. When possible, we test these proposals using data from The Phylogeny of Sleep research group (McNamara et al., 2008).

### Evolution of monophasic sleep

One of the most fundamental descriptors of sleep concerns whether it occurs in one bout per 24-hour period of time (i.e., is monophasic) or encompasses multiple bouts in a daily cycle (i.e., is polyphasic) (Ball, 1992). The occurrence of sleep relative to the daily photoperiod varies across mammals, with most species

---

**Figure 6.4.** Relationships among sleep states and total sleep. Total sleep is highly correlated with NREM sleep (a) but shows no obvious association with REM sleep in primates (b), suggesting that NREM accounts for most of the variation in total sleep. Results for NREM and REM are, respectively: \( t_{14} = 23.9, P < 0.0001; t_{14} = 0.07, P = 0.94 \). (c) NREM and REM sleep durations are not significantly correlated \( (t_{14} = -0.51, P = 0.62) \). Analyses were based on independent contrasts calculated with the PDAP module (Midford et al., 2005) in Mesquite (Maddison & Maddison, 2006), using Nee transformed branch lengths (Purvis, 1995) to better meet the assumptions of independent contrasts (Garland et al., 1992). The phylogeny matches that used in other studies of sleep in mammals (Capellini et al., 2008a).
exhibiting a polyphasic form, characterized by short bouts of sleep throughout the day and night. This polyphasic pattern is most likely to be the ancestral state in mammals, based on a maximum likelihood analysis of 56 species (Capellini et al., 2008b). Some lemur species, such as Eulemur, show an interesting pattern of cathemerality, meaning that they are active during both day and night (Tattersall, 1987). Sleep is not so rigidly restricted to night or day in these species, potentially resulting in a tendency toward polyphasic sleep patterns, and the same appears to be true of the nocturnal mouse lemur (Capellini et al., 2008b). In anthropoid primates, however, sleep is clearly monophasic, with one sleep period during the 24-hour cycle (Capellini et al., 2008b).

Thus we conclude that monophasic sleep is a derived trait in anthropoid primates, with an origin either at the base of the primate clade (with subsequent reversals in some strepsirrhines), or probably originating on the lineage leading to monkeys and apes.

**Reductions in sleep among diurnal primates**

Our analyses of the phylogenetic distribution of total sleep, NREM sleep, and REM sleep suggest that the diurnal activity period exerted a major influence on patterns of sleep in primates, with diurnal primates sleeping less than nocturnal primates. Total sleep duration appears to vary according to whether the species is nocturnal or diurnal, with longer sleep durations in nocturnal primate species (see Figure 6.1). This could reflect the fact that many small-bodied nocturnal species, such as the mouse lemur, seek protected sleep sites to reduce predation pressure, which in turn allows them to sleep for longer periods. Conversely, the shorter sleep durations in diurnal species may reflect increased sleep efficiency associated with monophasic sleep (see below), increased foraging needs that limit the time available for sleep, or thermoregulatory costs associated with inactivity during the night, when temperatures are lowest. In addition, the increased needs for social interactions in these species may also constrain time available for sleeping.

We examined these patterns using phylogenetically based statistical methods. Among the species in our dataset, total sleep time decreases over the three independent transitions in activity period from nocturnality to diurnality. In treating activity period as a continuously varying character, the association between diurnality and total sleep time is significant ($t_{17} = -2.94, P = 0.009$), although it is based on only five informative contrasts (i.e., the others exhibit no variation in the activity period variable). Some phylogenetic assumptions are violated in this analysis, likely due to treating activity period as if it were a continuous character. Further information on sleep in other lineages of primates – as well as other mammals – would help to address the effects of nocturnality more directly.
Increased sleep intensity

Primate sleep exhibits a differentiation of NREM sleep into at least two distinctive types: a light form characterized by spindling activity and a deep form characterized by slow-wave activity (SWA) (Balzamo, Santucci, Seri, et al., 1977; Hsieh et al., 2008). In the great apes (including humans), NREM sleep can be differentiated into four substages, with substages III and IV marked predominantly by SWA or delta activity, which indexes sleep intensity in humans (Tobler, 2005). Stages I and II are characterized mainly by spindling activity. Interestingly, whereas in most primates spindling activity is more characteristic of juvenile than of adult sleep, marked spindling activity appears to persist into the adult state in the great apes as well as in humans (Bert, Balzamo, Chase, et al., 1975). The differentiation of NREM into substages, with their concomitant spindling activity and greater SWA, may have helped primates to achieve enhanced sleep intensity for each bout of sleep. Indeed, monophasic sleep in mammals may be more efficient because it involves less time in light sleep and monophasic sleepers spend less time asleep per day (Capellini et al., 2008b).

It could also be that nocturnal predation risk on diurnal primates favored lighter sleep as a means of detecting predators (Lima, Rattenborg, Lesku, et al., 2005). Lighter sleep might also be favored in the context of social sleeping – for example, to monitor competitive interactions, mating opportunities, or risks to infants from other individuals in the group (especially male infanticide) (van Schaik & Janson, 2000).

Altered developmental sleep patterns

The shift to a diurnal activity pattern exposed primates to a different suite of predation pressures. With increased predation, one might expect that primate young would be born in a precocial state. Perhaps consistent with this prediction, we see a transition from “parking” infants in a safe place, among some strepsirrhines, to being carried by the mother, in haplorrhines. REM sleep has been implicated in brain development owing to the age-related changes in its expression, with REM sleep dominating the sleep of juveniles (Carroll, Denenberg, & Thoman, 1999; Reite et al., 1976). In addition, previous comparative analyses have suggested that mammalian species that give birth to immature (altricial) infants – those requiring the highest degree of subsequent brain development – exhibit longer durations of REM sleep (Zepelin, Seigel, & Tobler, 2005). However, a recent study called into question the generality of this result in phylogeny-based tests (Capellini et al., 2008a), as did a more focused study of three mammalian species (Thurber, Jha, Coleman, et al., 2008). Thurber et al. showed that when sleep times are compared at a common developmental landmark (age at eyes opening),
ferret kits – considered among the most altricial neonates among mammals – do not show longer sleep times than other species (cats and rats), as predicted by the hypothesis that REM sleep helps the developing neonatal brain. In addition, ferrets have less REM sleep (55% of total sleep time) than the other two species (75% in both cats and rats).

Nonetheless, primate juveniles, as compared to other mammalian juveniles, may devote less of their sleep time to REM, in accordance with this general association between REM and altriciality. According to Bert and colleagues (Bert, 1975; Bert, Pegram, & Balzamo, 1972), the amount of time spent in REM is reduced in juvenile primates relative to other mammals. For example, vervet monkey juveniles spend 5.6% of their sleep time in REM; patas monkey 7.9%; wild baboons, 5.9%; Macaca radiata, 11.5%; Macaca nemestrina, 11.1%; and Macaca mulatta, 15.5%. This overall primate trend in reduction of juvenile REM sleep quotas is partially reversed in chimpanzees and humans, where infants spend between 22% and 50% of their time in REM (Balzamo, Bradley, & Rhodes, 1972; Balzamo et al., 1977; Salzarulo & Ficca, 2002). This could perhaps reflect their relatively more altricial state at birth (at least for humans), or it could reflect differences in cognitive demands in these species and the need for investment in brain tissue.

**Sociality and primate sleep**

Increased predation pressures and sociality in general may also promote the practice of cosleeping between mother and infant and sleeping in “huddles” with kin and nonkin in the social group. The primate infant extracts metabolic resources from the mother throughout the night, and cosleeping could protect infants from competitive interactions within groups, including infanticide attempts by males. Koyama (1973) and Vessey (1973) described sleeping huddles in free-ranging bonnet (M. radiata) and rhesus macaques (M. mulatta), respectively. In both species, the most frequent huddle size was two, and huddles were composed primarily of mother–infant pairs, same-sex individuals, or male–female sexual consortships. The cosleeping pattern is established in infancy but persists into adulthood. In infancy, cosleeping involves nursing during the night. Juveniles who are weaned regularly return to sleep in contact with their mothers at night – for example, baboons (Altmann J., Altmann S., & Hausfater, 1981), gorillas (Goodall, 1979), and orangutans (Horr, 1977).

In addition to protection against predation, the practice of the sleep huddle or cosleeping among adults may also serve other functions. Some of these functions may include a thermoregulatory function (e.g., Altman, 1980; Anderson & McGrew, 1984; Gartlan & Brain, 1968; Gaulin & Gaulin, 1982; Suzuki, 1965) or a sexual function (Anderson & McGrew, 1984; Fruth & Hohmann, 1993). It is also known, however, that sleeping in a larger group can increase the risk of acquiring
vector-borne infections, particularly malaria. Thus, in New World primates, the prevalence of malaria increases when the number of animals sleeping in a group increases (Figure 6.5) (Davies, Ayres, Dye, et al., 1991; Nunn & Heymann, 2005). This probably reflects that larger groups of animals emit more of the cues used by mosquitoes to locate hosts, and it suggests that sleeping in larger groups and reuse of sleep sites (Hausfater & Meade, 1982) might have costs to primates (Nunn & Altizer, 2006).

An intriguing topic for the future concerns the possibility of links between sociality and sleep quotas. A recent study of Drosophila found that when flies lived in socially enriched environments with many conspecifics, they exhibited increased sleep times (Ganguly-Fitzgerald, Donlea, & Shaw, 2006). This increased sleep time affected daytime but not nighttime sleep. A previous study conducted across mammals found that increased social sleeping correlates with shorter sleep durations (Capellini et al., 2008a). This could indicate the existence of trade-offs between time for social interactions and sleep, or it could reflect increased sleep efficiency in social species, possibly because they gain safety in numbers and can thus spend more time in deep sleep; but these two hypotheses are not mutually exclusive. We tested whether primates that live in larger networks of other individuals sleep for a longer period of time each day, but we found no significant association (independent contrasts: $t_{18} = -0.13, P = 0.90$; humans were removed.
Other measures of sociality, such as the time spent grooming or the number of grooming partners, would be interesting to examine in future research.

Conclusions and recommendations for future research

Based on a review of the existing literature and new analyses conducted for this chapter, we identified five major hypothesized characteristics of primate sleep, many of which were associated with transitions to increased diurnality. These characteristics include the following: (1) Consolidation of sleep into a single long bout, possibly to achieve greater sleep intensities, but this also could be a side effect of typically strict activity periods (nocturnal versus diurnal lifestyles). (2) Reductions in sleep times among diurnal primate species, which could reflect a number of different advantages or constraints associated with diurnality. (3) Increased sleep intensity, possibly associated with differentiation of NREM sleep stages into lighter and deeper stages of sleep and testable once more data have accumulated on sleep intensity measures. (4) Developmental shifts in sleeping patterns, including less REM among juveniles. (5) Maintenance of social contact during sleep, which likely has advantages in terms of infant care, predation risk, and thermoregulation, but also costs in terms of parasitism (Nunn & Altizer, 2006).

Even when data are available to test these hypotheses, our conclusions must remain tentative, given the small number of primate species studied by sleep scientists. In many ways, we see this chapter as an illustration of the questions that remain to be answered and of the phylogenetic approaches that can be brought to bear on these questions. In this context, it is instructive to point out the species and clades that are missing from current comparative research and would be most important to include in the future. First, we have information on only two species of apes—the chimpanzee and humans. A high priority for future research should be to collect sleep data in the other great apes, specifically gorillas (Gorilla gorilla), orangutans (Pongo pygmaeus), and bonobos (Pan paniscus), along with one or more species of gibbons (Hylobates spp.).

Second, few diurnal strepsirrhines have been sampled, and only two have been sampled for REM and NREM sleep (one nocturnal and one diurnal species). Key species to test in this regard are those with good behavioral and ecological sampling, including the ring-tailed lemur (Lemur catta), the sifaka (Propithecus spp.), and the brown lemur (Eulemur fulvus).

Third, among the monkeys, notable sampling gaps include the diurnal Cebidae in the New World (especially Alouatta, Cebus, Callicebus, and Ateles), and the colobines in the Old World (especially one or more species of Presbytis and Colobus monkeys). In addition, although many studies have investigated sleep in macaques (Macaca),
Figure 6.6. Sampling gaps in primates. Species that have been studied for sleep are indicated with arrows next to terminal tips from a recent estimate of mammalian phylogeny (Bininda-Emonds, et al., 2007). Species with arrows, in order from top to bottom, are Cercopithecus aethiops, Erythrocebus patas, Papio hamadryas (representing the two species of Papio in our dataset), Theropithecus gelada, Macaca arctoides, M. radiata, M. mulatta, M. nemestrina, M. sylvanus, Homo sapiens, Pan troglodytes, Aotus trivirgatus, Callithrix jacchus, Saguinus oedipus, Saimiri sciureus, Microcebus murinus, Phaner furcifer, Eulemur macaco, E. mongoz, and Perodicticus potto. Not all of these species have been studied using EEG.

no species of arboreal guenons (Cercopithecus) have been studied for their sleep. Moreover, Cercocetus and Mandrillus are also missing from our understanding of primate sleep, and folivores (leaf eaters) are largely absent. Obtaining data on folivores will be critically important for understanding the links between diet,
metabolic rate, and sleep patterns. For example, folivorous primates may spend more time resting (thus including both sleep and quiet resting time) relative to frugivorous species (Oates, 1987), but whether such a pattern affects sleep time or only quiet resting time, and the factors that drive these differences (e.g., more time needed to find fruits or more constraints due to digestion), remains to be clarified. As noted above, it would help to have better sampling of nocturnal primates. However, given the small number of transitions in activity period in primates, it may be necessary to investigate the effect of activity period across mammals more generally.

Figure 6.6 reveals that sampling has occurred at a generally “shallower” depth in Old World monkeys, meaning that taxa with sleep data tend to share a common ancestor more recently, as compared to sampling for sleep in New World monkeys and strepsirrhines. This might be due to higher rates of diversification in these lineages (Purvis, Nee, & Harvey, 1995), but it also indicates somewhat broader phylogenetic sampling, in terms of longer phylogenetic branches covered, for all groups except Old World monkeys. All of the previous points essentially relate to aspects of the sampling “depth” shown in Figure 6.6.

In summary, the evolution of primate sleep patterns is as yet little understood, with many sampling gaps related to the phylogenetic distribution of primates and the ecological characteristics that are important for testing hypotheses for the function of sleep. Nonetheless, it is possible to formulate clear hypotheses for how major transitions associated with primate evolution have impacted primate sleep patterns and in some cases to test these hypotheses using existing data. Given the scientific and health benefits of studying primate sleep, it is critically important to fill some of the gaps in our knowledge of primate sleep and to do so in a way that provides the strongest tests of comparative hypotheses.
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A bird’s-eye view of the function of sleep

NIELS C. RATTENBORG AND CHARLES J. AMLANER

Introduction

Sleep has been detected in every animal that has been adequately studied (Cirelli & Tononi, 2008). The ubiquitous nature of sleep suggests that it evolved early in the course of evolution and therefore may serve a conserved function essential to all animals. This hypothesis forms the rationale behind the development of “simple” animal models of sleep (Allada & Siegel, 2008; Mignot, 2008). By studying sleep in animals such as the fruit fly (Drosophila melanogaster), where the power of genetic techniques can be readily employed, we may gain insight into the initial (perhaps cellular) function of sleep, a function that may still be relevant to understanding sleep in humans. Indeed, recent studies have already demonstrated remarkable similarities between sleep in Drosophila and sleep in mammals (Hendricks, Finn, Panckeri, et al., 2000; Shaw, Cirelli, Greenspan, et al., 2000; reviewed in Cirelli & Bushey, 2008). Although the utility of studying sleep in “simple” animal models is undeniable, it is unlikely that this approach alone will tell the whole story, especially given that Drosophila do not exhibit brain states comparable to mammalian slow-wave sleep (SWS) and rapid eye-movement (REM) sleep (Cirelli, 2006; Cirelli & Bushey, 2008; Hendricks & Sehgal, 2004; Nitz, van Swinderen, Tononi, et al., 2002). Indeed, the heterogeneous nature of mammalian sleep suggests that the specific changes in brain activity that accompany SWS and REM sleep might serve secondarily evolved functions not found in simple animals. Interestingly, birds, as the only nonmammalian taxonomic group to exhibit unequivocal SWS and REM sleep (Klein, Michel, & Jouvet, 1964; Ookawa & Gotoh, 1964; reviewed in Amlaner & Ball, 1994), provide a largely unrecognized opportunity to glean insight into the functions of these states by revealing overriding principles common to both lineages (Rattenborg, Martinez-Gonzalez, Lesku, et al., 2008a).
This chapter summarizes our current understanding of avian sleep. We first describe the basic changes in brain activity and physiology that accompany avian SWS and REM sleep. Although we emphasize the similarities between avian and mammalian sleep, potentially meaningful differences are also discussed. Finally, we summarize our recent proposal that the convergent evolution of similar sleep states in mammals and birds is linked to the convergent evolution of relatively large and highly interconnected brains capable of complex cognition in each group (Rattenborg, 2006a; Rattenborg, Martinez-Gonzalez, & Lesku, 2009).

**Avian sleep**

**Slow-wave sleep**

As in mammals, when compared to wakefulness, the electroencephalogram (EEG) during SWS is characterized by increased slow-wave activity (SWA, 0.5 to 4 hertz power density) (Figure 7.1). However, the degree to which SWA increases between wakefulness and SWS is smaller in birds when compared to mammals (Tobler & Borbély, 1988). Moreover, as in some mammals, states intermediate between wakefulness and SWS are often observed. In some studies, such “drowsiness” is scored as a state distinct from SWS (Figure 7.1), whereas in others a distinction between drowsiness and SWS is not made. Thalamocortical spindles, a hallmark of the lighter stages of SWS in mammals (Steriade, 2006), have not been observed during avian SWS, although recordings from the thalamus have not been reported. Early reports of sleep spindles in birds were later determined to be artifacts originating from intermittent, brief oscillations of the eyes that occur during SWS in birds (Zepelin, Hartzer, & Pendergast, 1998) (Figure 7.1). Hippocampal sharp waves similar to those occurring during mammalian SWS (Hahn, Sakmann, & Mehta, 2006; Isomura, Sirota, Ozen, et al., 2006; Mölle, Yeshenko, Marshall, et al., 2006; Sirota, Csicsvari, Buhl, et al., 2003) have not been reported during avian SWS, although, as with spindles, this phenomenon has not been investigated sufficiently. Metabolism (Ball, Amlaner, Shaffery, et al., 1988; Stahel, Megirian, & Nicol, 1984), brain temperature (Szymczak, 1989), and heart and respiratory rate (van Twyver & Allison, 1972) are all usually lower during SWS when compared to wakefulness. Thermoregulatory responses – such as shivering, ptiloerection (feather raising), and panting – can occur during SWS (Heller, Graf, & Rautenberg, 1983; Hohtola, Rintamaki, & Hissa, 1980). Time spent in SWS may decrease, increase, or remain unchanged across the major sleep period (see Szymczak, Helb, & Kaiser, 1993). In pigeons (*Columba livia*), both the time spent in SWS and the duration of SWS episodes decrease across the night, due largely to an increase in the incidence and duration of REM sleep episodes (Martinez-Gonzalez, Lesku, & Rattenborg, 2008). SWS episodes last 50 seconds early in the night and 25 seconds...
Figure 7.1. Electroencephalogram (EEG), electromyogram (EMG), and electro-oculogram (EOG) recordings of wakefulness (a), drowsiness (b), slow-wave sleep (SWS) (c, d), and rapid-eye-movement (REM) sleep (e to g) in an emperor penguin (*Aptenodytes forsteri*). During drowsiness, the EEG alternates rapidly between a pattern typical of wakefulness and that typical of SWS. SWS can occur with high (c) or low (d) tonic EMG activity. The intermittent increases in EOG amplitude occurring during SWS reflect brief, rapid oscillations of the eyes. Transitions between SWS and REM sleep are shown in (e to g); the horizontal black bars mark REM sleep. As with SWS, REM sleep can occur with high (e) or low (f) tonic EMG activity. In rare cases, however, EMG activity may decrease during episodes of REM sleep (g). The states depicted in the penguin are typical of those reported in other bird species. (Modified from Buchet, Dewasmes, & Le Maho, 1986.)
Figure 7.2. Unihemispheric slow-wave sleep (USWS) in the European quail (Coturnix coturnix). Five consecutive minutes of electroencephalograms (EEG) recorded from the left (L) and right (R) hemispheres. The thin black lines separate each minute. Episodes of interhemispheric asymmetry are marked by the gray lines. Note that the quail alternates between sleeping primarily with left or right hemisphere. The last episode of asymmetry lasts 77 seconds. (Unpublished data, Rattenborg & Derénaucourt.)

toward the end of the night. Episodes of sleep (SWS and REM sleep combined) last approximately 4 minutes early in the night and 1 minute by the end of the night. Such relatively brief sleep episodes are typical of birds (Amlaner & Ball, 1994).

Unihemispheric slow-wave sleep

Birds often sleep with one eye open. Unilateral eye closure is associated with an interhemispheric asymmetry in the level of SWA. The hemisphere contralateral to the closed eye exhibits levels of SWA typical of SWS with both eyes closed, and the hemisphere contralateral to the open eye exhibits SWA intermediate between SWS and wakefulness (Ball et al., 1988; Ookawa & Gotoh, 1965; Peters, Vonderahe, & Schmid, 1965; reviewed in Ookawa, 2004; Rattenborg, Amlaner, & Lima, 2000). In contrast to mammals, where unihemispheric SWS (USWS) is known to occur only in marine mammals (cetaceans, seals in the Order Otariidae, walruses, and manatees) (reviewed in Lyamin, Manger, Ridgway, et al., 2008), sleep with one eye open has been observed in several avian orders and therefore may be an ancestral trait (Rattenborg et al., 2000). Although the degree of asymmetry occasionally approaches that occurring during USWS in marine mammals (Ball et al., 1988), the asymmetry is typically less pronounced in birds (Rattenborg, Amlaner, & Lima, 2001; Rattenborg, Lima, & Amlaner, 1999a). Figure 7.2 shows USWS alternating between the left and right hemispheres in a European quail.
Figure 7.3. Asymmetric burst suppression in a pigeon (*Columba livia*) recorded under 2.0% isoflurane anesthesia. The electroencephalograms (EEG) were simultaneously recorded from the anterior (A) and posterior (P) hyperpallia of each hemisphere. Although bursting (high-amplitude slow waves) and suppression (low-amplitude EEG) often occurred simultaneously in the two hemispheres, bursting also occurred in one hemisphere while the other showed suppression. Episodes of asymmetrical burst suppression are marked with the gray lines. During such episodes, the slight variation in amplitude in the suppressed hemisphere (not evident when both hemispheres showed suppression) may reflect volume conduction from the bursting hemisphere. Note that even when the hemispheres were bursting at the same time, the individual slow waves were coherent only within a given hemisphere and not between hemispheres (see asterisks). This pharmacological condition demonstrates the capacity for the two hemispheres to function largely as independent units in birds. (Unpublished data, Rattenborg.)

(*Coturnix coturnix*), a species in which the degree of asymmetry is particularly evident. Note that the last episode of USWS in the left hemisphere lasted well over 1 minute. The capacity for the two hemispheres to function independently (even in the absence of unilateral visual input) is most evident under anesthesia, where burst suppression, a phenomenon thought to share mechanisms in common with SWS (Steriade, Amzica, & Contreras, 1994), can occur independently in the two hemispheres (Figure 7.3). The limited interhemispheric connections in the avian brain may contribute to such hemispheric asymmetries during anesthesia and natural sleep (Rattenborg et al., 2000).

Sleeping with one eye open may be useful under circumstances that simultaneously require sleep and wakefulness. For instance, mallard ducks (*Anas
platyrhynchos) sleeping exposed at the edge of a group spend proportionately more time sleeping with one eye open when compared to ducks sleeping safely flanked by other birds (Rattenborg, Lima, & Amlaner, 1999b). Moreover, ducks at the edge of a group direct the open eye away from the other birds, as if watching for approaching predators. These findings indicate that unilateral eye closure serves a predator detection function. More generally, the preference for sleeping with both eyes closed and both hemispheres simultaneously under safe conditions, indicates that USWS is a less efficient form of SWS, presumably because sleep processes associated with SWA are reduced in the hemisphere contralateral to the open eye.

In addition to antipredator vigilance, it has also been suggested that birds utilize USWS during prolonged nonstop flights (reviewed in Rattenborg, 2006b). Although birds that engage in nonstop flights lasting several days, weeks, or longer, such as European swifts (Apus apus) and frigatebirds (Fregata sp.) (Weimerskirch, Chastel, Barbraud, et al., 2003; Weimerskirch, Le Corre, Jaquemet, et al., 2004), would seemingly need to sleep on the wing, the electrophysiological recordings required to measure sleep have not been performed. Consequently, it remains unclear whether such birds sleep in flight or have evolved novel mechanisms that allow them to suspend sleep temporarily during long flights (see Rattenborg, Mandt, Obermeyer, et al., 2004). The recent development of miniaturized EEG devices (Vyssotski, Serkov, Itskov, et al., 2006) that can be used to record sleep in the wild (Rattenborg, Voirin, Vyssotski, et al., 2008b) may provide a means to answer this question.

REM sleep

As in mammals, avian REM sleep is characterized by a low-amplitude, high-frequency (or activated) EEG pattern similar to that occurring during wakefulness (Figure 7.1). Other electrophysiological correlates of mammalian REM sleep (i.e., irregular brainstem neuronal activity or ponto-geniculo-occipital waves) have not been investigated sufficiently to determine whether they are present or absent in birds. Van Twyver and Allison (1972) made specific attempts to record a mammal-like hippocampal theta rhythm during REM sleep in pigeons but did not find evidence of this phenomenon. In contrast to SWS, REM sleep is not known to occur unihemispherically. Although nuchal electromyographic recordings only occasionally show reductions in muscle tone during REM sleep (Figure 7.1), behavioral signs of reduced tone (e.g., head drooping) are often observed (Dewasmes, Cohen-Adad, Koubi, et al., 1985). Rapid eye movements (conjugate and disconjugate) and occasional twitches, such as bill movements, also accompany avian REM sleep. As in mammals, thermoregulatory responses, such as shivering, are reduced during avian REM sleep (Heller et al., 1983). Slight increases in brain
temperature have been observed during REM sleep (Szymczak, 1989). Heart rate may increase, decrease, or remain unchanged during individual episodes of REM sleep (see Dewasmes et al., 1985). Episodes of REM sleep in birds, when compared to those in mammals, are short, typically lasting less than 10 seconds. In many species, REM sleep increases across the night, owing largely to an increase in the incidence of REM sleep episodes (Ayala-Guerrero, Mexicano, & Ramos, 2003; Rattenborg et al., 2004; Szymczak et al., 1993; Tobler & Borbély, 1988), although a decline across the night has also been reported (Szymczak, 1987). In some studies, the incidence and duration of REM sleep episodes increases across the night in a manner comparable to that in humans (Fuchs, 2006; Low, Shank, Sejnowski, et al., 2008; Martinez-Gonzalez et al., 2008). Although earlier studies suggested that birds only spend on average 43 minutes per day in REM sleep (i.e., approximately 8% of the total time spent sleeping [Roth, Lesku, Amlaner, et al., 2006], recent studies suggest that Passerines (songbirds) and perhaps all birds have more REM sleep than previously recognized (Fuchs, 2006; Low et al., 2008; Rattenborg et al., 2004; Szymczak et al., 1993).

The reasons for the short duration of avian REM sleep episodes remain unclear. Given that muscle tone declines during REM sleep, it has been suggested that the short duration may protect birds from falling out of trees. However, several lines of evidence argue against this idea. Perching birds have tendons in their legs that passively pull their feet closed around a branch when they perch. Because this mechanism does not require muscular effort, it is not susceptible to REM sleep–related reductions in muscle tone. Moreover, birds that sleep supported on the ground, such as geese, also have short episodes of REM sleep, even when their heads are supported on their backs (Dewasmes et al., 1985).

The short duration of REM sleep episodes may represent a fundamental difference between birds and mammals. Alternatively, it is conceivable that mammals and birds differ only in the amount of cortical activation occurring during REM sleep. This idea stems from studies in monotremes, where REM sleep–related neuronal activity occurs in the brainstem while the cortex exhibits EEG activity characteristic of SWS (Siegel, Manger, Nienhuis, et al., 1996, 1999). Apparently, REM sleep with cortical activation evolved after the monotreme lineage diverged from the lineage leading to marsupial and placental (or therian) mammals (but see Nicol, Andersen, Phillips, et al., 2000). Moreover, this suggests that REM sleep–related cortical activation evolved independently in birds and therian mammals. Given the difference between REM sleep in monotremes and therian mammals, it is conceivable that birds exhibit a REM sleep stage intermediate between that exhibited by monotreme and therian mammals. Specifically, birds may exhibit more REM sleep at the level of the brainstem than is reflected by cortical activation; the short periods of cortical activation may simply reflect the most intense
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(phasic) periods of REM sleep. This hypothesis is consistent with the observation that episodes of REM sleep often occur in clusters separated by only several seconds of SWS, particularly toward the end of the night in diurnal birds. Clearly, brainstem recordings are needed to test this hypothesis. Even if more REM sleep is found at the level of the brainstem, however, the difference in the amount of cortical activation is still potentially very interesting, especially when viewed in the context of hypotheses that implicate REM sleep-related cortical activation in memory consolidation (reviewed in Stickgold & Walker, 2007). If avian and mammalian REM sleep-related cortical activation serve similar functions, such functions must be achievable within bouts of REM sleep lasting less than 10 seconds or through the cumulative action of many short bouts.

Sleep homeostasis

Despite the gross similarities in the EEGs of mammals and birds, early studies suggested that mammalian and avian SWS were regulated differently. In mammals, SWS-related SWA increases and decreases as a function of time spent awake and asleep, respectively, and therefore appears to reflect a homeostatically regulated process (process S) that accumulates during wakefulness and declines during SWS (Tobler, 2005). Until recently, the only EEG-based sleep deprivation studies to examine sleep homeostasis in birds were conducted on pigeons. In contrast to mammals, pigeons deprived of sleep for 24 hours did not show an increase in SWA during recovery SWS (Tobler & Borbély, 1988). A subsequent study also failed to detect a compensatory response to light-induced sleep deprivation reportedly lasting several weeks in pigeons (Berger & Phillips, 1994). Collectively, these studies suggested that avian SWS is not homeostatically regulated, possibly because birds lack the neural substrate necessary for SWS homeostasis, such as a neocortex (Zepelin, Siegel, & Tobler, 2005). However, two factors prompted us to re-evaluate avian SWS homeostasis. First, because SWA increases in only some mammals following relatively short periods of sleep deprivation (Tobler & Jaggi, 1987), it was possible that birds would show a homeostatic response to shorter, presumably more ecologically realistic periods of sleep loss. Second, although pigeons sleep more at night, our experience (Martinez-Gonzalez et al., 2008) and that of others (Tobler & Borbély, 1988) indicates that pigeons spend 40% to 45% of the day in SWS, a finding that calls into question the report of long-term light-induced sleep suppression. In fact, although scored SWS was greatly reduced under constant light in Berger and Phillips’ study, the overall level of SWA (regardless of scored state) actually increased above that occurring during the light phase of the 12:12 light–dark photoperiod. Consequently it appears that their pigeons were actually compensating for the lost SWS that would have occurred at night by increasing SWA during constant light. Furthermore, the difference between
the amounts of scored SWS during light in general, when compared to the other studies of pigeons (Martinez-Gonzalez et al., 2008; Tobler & Borbély, 1988), may reflect the use of a stricter threshold for scoring SWS in Berger and Phillips' (1994) study.

We designed a sleep deprivation protocol that directly tested both explanations for the absence of a homeostatic response to sleep deprivation in the previous studies in pigeons (Martinez-Gonzalez et al., 2008). To determine whether the duration of sleep deprivation may account for the absence of a homeostatic response following 24 hours of sleep deprivation, we deprived pigeons of sleep for only 8 hours, using the gentle handling technique. To determine whether SWS, or SWA according to Berger and Phillips (1994), occurring during the light is homeostatically regulated in pigeons, we conducted the deprivation during the last 8 hours of the light phase of the 12:12 light–dark photoperiod. Under this protocol, pigeons lost approximately 3 hours of SWS. We then compared SWS-related SWA during recovery at night to that occurring during the corresponding hours of the preceding baseline night. Although the time spent in SWS did not change during recovery, SWA increased significantly during recovery SWS and progressively declined thereafter in a manner comparable to that observed in mammals (Figure 7.4). This study thus provided the first experimental evidence for SWS homeostasis in birds (reviewed in Rattenborg, et al., 2009), and demonstrated that the neocortex per se is not necessary for this process. Furthermore, it suggested that the absence of a homeostatic response following 24 hours of sleep deprivation was due to the longer duration of the deprivation (Tobler & Borbély, 1988), although the influence of other factors cannot be excluded. Our results also demonstrate that SWA (or SWS) occurring during the light does in fact reflect homeostatically regulated sleep-related processes. Consequently the absence of an increase in SWA following constant light appears to indicate simply that light is not an effective form of sleep deprivation in pigeons. Subsequent to our study, similar results were obtained in another avian Order (Passeriformes) (Jones, Vyazovskiy, Cirelli, et al., 2008a), suggesting that, as in mammals, SWS homeostasis may be a trait shared by the avian Class (reviewed in Rattenborg et al., 2009).

In addition to exhibiting a compensatory increase in SWA following sleep deprivation, additional aspects of sleep homeostasis are similar in birds and mammals. As in rodents (Borbély, Tobler, & Hanagasiglu, 1984; Huber, Deboer, & Tobler, 2000; Tobler & Jaggi, 1987), the power density of higher frequencies (approximately 10 to 20 hertz) also increased during recovery SWS in pigeons (Figure 7.4) (Martinez-Gonzalez et al., 2008) and sparrows (Zonotrichia leucophrys gambelii) (Jones et al., 2008a). Although the functional significance of this phenomenon remains unclear, it nonetheless represents another parallel between avian and mammalian sleep. Also as in mammals, REM sleep increases following 8 and 24 hours of sleep.
Figure 7.4. Electroencephalogram power density (0.78 to 25 hertz) during slow-wave sleep (SWS) on a baseline night (left column) and a recovery night (right column) immediately following 8 hours of sleep deprivation. The power density for each quarter (first, solid black line; second, solid gray line; third, dotted black line; fourth, dotted gray line) of each night is expressed as a percent of the entire baseline night SWS mean (i.e., the 100% line) for each frequency bin and brain region (left and right,
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depression in pigeons (Martinez-Gonzalez et al., 2008; Tobler & Borbély, 1988; see also Newman, Paletz, Rattenborg, et al., 2008). Interestingly, although REM sleep increased following 8 hours of sleep deprivation, the duration of individual episodes of REM sleep (and SWS) actually decreased. The shorter duration of REM sleep and SWS episodes appears to reflect more frequent switching between sleep states, because the duration of episodes of wakefulness was unchanged during recovery. This pattern is unlike that observed in mammals, where the duration of sleep bouts usually increases following sleep deprivation (Vyazovskiy, Achermann, & Tobler, 2007). The reason for this interesting difference remains unclear. Nevertheless, despite this difference, the fundamental features of mammalian SWS and REM sleep homeostasis are present in birds.

**Convergent evolution of SWS and REM sleep in mammals and birds**

SWS and REM sleep were either inherited from the common ancestor to mammals and birds or evolved independently in their respective ancestors. Most studies of sleep in poikilothermic vertebrates (reptiles, amphibians, and fish) indicate that the latter is the case. Although reptiles clearly sleep, they do not exhibit the high-amplitude slow waves characteristic of SWS in mammals and birds (reviewed in Hartse, 1994; Rattenborg, 2006a). Slow waves have been reported in awake, stimulated reptiles and amphibians (Rial, Nicolau, Gamundi, et al., 2007), but these slow waves appear to reflect neural processes unlike those that instantiate slow waves during sleep in mammals and birds, and therefore reflect superficially similar but unrelated phenomena (Rattenborg, 2007). Most studies report an association between sleep and the occurrence of high-amplitude sharp waves in the dorsal cortex arising from background EEG activity with an amplitude lower than that occurring during alert wakefulness. Several lines of evidence suggest that these sharp waves may be homologous to similar sharp waves occurring in the mammalian hippocampus during SWS (Hahn et al., 2006; Isomura et al., 2006; Mölle et al., 2006; Sirota et al., 2003). Notably, both sharp waves

---

**Figure 7.4** *(continued)* anterior and medial pallia) in each pigeon (N = 5). The mean percent is plotted at the end of each frequency bin. For the baseline night, values for each quarter and frequency bin were compared to the baseline night average. Significant differences (P < 0.05, two-tailed paired t-test after significant repeated measures ANOVA) are indicated by filled squares on the lines at the bottom of each plot; statistical data for the first through fourth quarters is presented on the first (top) through fourth (bottom) lines, respectively. For the recovery night, values for each quarter and frequency bin were compared to the corresponding quarter of the baseline night, with significant differences similarly indicated at the bottom of each plot. (Modified from Martinez-Gonzalez et al., 2008.)
increase following sleep deprivation and respond similarly to various pharmacological agents (Hartse & Rechtschaffen, 1982; reviewed in Hartse, 1994; Rattenborg, 2007). Indeed, more recent neurophysiological studies indicate that these sharp waves originate in the reptilian hippocampus and propagate to the dorsal cortex (Gaztelu, García-Austt, & Bullock, 1991; Lorenzo, Macadar, & Velluti, 1999; Lorenzo & Velluti, 2004; Velluti, Russo, Simini, et al., 1991). Thus, although reptiles appear to exhibit components of the SWS state, they lack the large-scale, slow, synchronous network oscillations that define SWS in mammals and birds.

In addition, the evidence for REM sleep in poikilothermic vertebrates is equivocal. Although REM sleep has been reported in reptiles and fish, based largely on eye and limb movements occurring during periods of sleep (reviewed in Hartse, 1994; Rattenborg, 2006a), these events may simply reflect brief arousals from sleep rather than REM sleep–related phasic twitching. Moreover, a study in turtles failed to find signs of REM sleep in recordings of brainstem neuronal activity similar to that observed in monotreme or placental mammals during REM sleep (Eiland, Lyamin, & Siegel, 2001). Taken together, the available evidence argues against the presence of SWS or REM sleep in poikilothermic vertebrates and thereby suggests that both states evolved independently in mammals and birds.

**Why do they sleep similarly?**

Why are mammals and birds the only animals known to exhibit SWS and REM sleep? One obvious explanation is that it has something to do with the independent evolution of homeothermy in each group. For instance, early functional hypotheses proposed that SWS evolved in mammals and birds to offset the energy costs associated with a higher metabolic rate by reducing the metabolic rate during SWS and preventing animals from expending energy during times of the day when they are unable to forage effectively (Berger & Phillips, 1995; van Twyver & Allison, 1972; Walker & Berger, 1980; Zepelin et al., 2005). However, the energy savings associated with engaging in SWS, rather than wakefulness, are relatively small (Stahel et al., 1984). Moreover, for animals such as sloths (Bradypus variegates), with sensory systems and foraging strategies that enable them to forage effectively during the day and night (Rattenborg, et al., 2008b), engaging in SWS at the expense of foraging would be costly rather than frugal in terms of energy. Indeed, in contrast to earlier comparative studies, recent studies using modern statistical methods have shown that animals with higher relative metabolic rates actually engage in less SWS, not more, as predicted by the energy conservation hypothesis for SWS (Capellini, Barton, McNamara, et al., 2008; Lesku, Roth, Amlaner, et al., 2006; Lesku, Roth, Rattenborg, et al., in press); presumably, mammals with higher relative metabolic rates have to spend more time foraging to acquire sufficient
energy to fuel their metabolism. The energy conservation hypothesis also does not explain the presence of USWS in marine mammals and birds. Instead, the fact that SWS can occur locally in the brain suggests that it serves a function for the brain itself (Huber, Ghilardi, Massimini, et al., 2004). Finally, the fact that animals engage in SWS (and REM sleep), despite the inherent risk of predation (Lima & Rattenborg, 2007; Lima, Rattenborg, Lesku, et al., 2005), indicates that sleep serves an essential function for the brain that is incompatible with significant sensory processing.

Although energy conservation may not be the primary function of sleep, the convergent evolution of SWS and REM sleep in mammals and birds may nonetheless be interrelated with the evolution of homeothermy. For instance, it has been suggested that the convergent evolution of homeothermy contributed to the convergent evolution of large brains in mammals and birds (Allman, 1999; Jerison, 2001; Shimizu, 2008). Moreover, as expected based on brain size, it has recently become apparent that mammals and birds independently evolved complex cognitive abilities not observed in reptiles (reviewed in Butler, 2008; Butler & Cotterill, 2006; Jarvis, Güntürkün, Bruce, et al., 2005). In an extreme case, corvids (e.g., crows, ravens, magpies, and jays) exhibit cognition comparable to that found in nonhuman primates, including the manufacture and use of tools, object permanence (Piagetian stage 6), theory of mind, and retrospective as well as prospective cognition (reviewed in Emery & Clayton, 2004, 2005; Kirsch, Güntürkün, & Rose, 2008), and possibly self-recognition (Prior, Schwartz, & Güntürkün, 2008). Gray parrots (Psittacus erithacus) also exhibit rudiments of referential language and abstract categorical reasoning (Pepperberg, 2002). Even birds not commonly thought to be particularly smart, such as pigeons, can memorize up to 725 visual patterns (von Fersen & Delius, 1989), learn to categorize images based on abstract features (Lubow, 1974; Watanabe, Sakamoto, & Wakita, 1995; Yamazaki, Aust, Huber, et al., 2007), and engage in tasks requiring transitive inference (von Fersen, Wynne, Delius, et al., 1992) and working memory (Güntürkün, 2005a, 2005b). Given the advanced cognitive abilities of birds and recent work implicating mammalian sleep in various aspects of learning and cognition (reviewed in Stickgold & Walker, 2007), it is conceivable that birds also evolved mammalian-like sleep states to maintain their heavily interconnected brains and advanced cognition.

We recently proposed that the independent evolution of SWS, in particular, was linked to the independent evolution of large, heavily interconnected brains capable of performing complex cognition in mammals and birds (Rattenborg, 2006a; Rattenborg et al., 2009). There are both mechanistic and functional components to this hypothesis. We first discuss the mechanistic basis of this hypothesis and then the functional implications. In mammals, SWS-related SWA reflects the large-scale, slow (<1 hertz) alternation of neocortical neuronal membrane potentials
between a hyperpolarized “down state” with no action potentials and a depolarized “up state” with action potentials occurring at a rate comparable to wakefulness (Steriade, 2006). Similar slow oscillations also occur in pigeons (Figure 7.5) (Reiner, Stern, & Wilson, 2001) and presumably form the basis for SWS-related SWA in birds.
The mammalian slow oscillation originates in the neocortex and is synchronized across large neuronal populations via corticocortical connections. In humans, the slow oscillation is most prominent in the heavily interconnected frontal cortex and propagates posteriorly as a traveling wave, presumably via corticocortical connections (Massimini, Huber, Ferrarelli, et al., 2004; Murphy, Riedner, Huber, et al., 2009). Multiple slow oscillations can originate simultaneously from different foci, thereby resulting in complex wave interactions that give rise to EEG spectral power across the SWA bandwidth (i.e., 0.5 to 4 hertz). Several lines of evidence indicate that the slow oscillation is synchronized via corticocortical connections. The synchronizing role of corticocortical connections has been shown through lesion studies, both in vitro and in vivo (Amzica & Steriade, 1995; Sanchez-Vives & McCormick, 2000; Timofeev, Grenier, Bazhenov, et al., 2000). Moreover, conditions that increase or decrease corticocortical connectivity in specific regions also increase or decrease SWA, respectively, in those regions (Miyamoto, Katagiri, & Hensch, 2003; Vyazovskiy & Tobler, 2005). Finally, in computer simulations of SWS, the removal of corticocortical connections (Hill & Tononi, 2005) or weakening of their strength (Esser, Hill, & Tononi, 2008) causes simulated neurons to oscillate more asynchronously, with the result that SWA is reduced.

Given the role of corticocortical connectivity in generating EEG SWA in mammals, the level of connectivity in the dorsal cortex of reptiles may explain why they lack high-amplitude slow waves during sleep. Indeed, their three-layered dorsal cortex is thought to be homologous only with layers I, V, and VI of the six-layered mammalian neocortex; reptiles apparently lack layers II and III, the layers with the most extensive corticocortical projections in mammals (reviewed in Medina & Reiner, 2000). Interestingly, during development, layers II and III arise from a subventricular zone (SVZ) of neuronal proliferation that is not present in reptiles (Martinez-Cerdeño, Noctor, & Kreigstein, 2006; Molnár, Métin, Stoykova, et al., 2006). Consequently this evolutionary innovation may explain why the mammalian neocortex shows extensive corticocortical connectivity and SWS-related SWA, whereas the reptilian dorsal cortex does not. If this hypothesis is correct, then birds, which show SWS-related SWA, should also show a high degree of connectivity. Indeed, although the avian brain does not exhibit a truly laminar cortical structure similar to the neocortex or dorsal cortex, the hyperpallium, which develops from the same embryonic pallial neural tissue as the neocortex and dorsal cortex (Jarvis et al., 2005), shows extensive “palliopallial” connectivity (Medina & Reiner, 2000). Other pallial regions, such as the mesopallium and nidopallium of the dorsal ventricular ridge, also show extensive interconnectivity when compared to homologous structures in reptiles (Butler & Cotterill, 2006; Tömböl, 1995). Like the neurons of layers II and III in the mammalian neocortex, neurons in this heavily interconnected region of the avian brain appear to
originate from an SVZ of proliferation not found in reptiles (Martinez-Cerdeño et al., 2006; Molnár et al., 2006). Moreover, although additional comparative work is needed, the avian and mammalian SVZs seem to have evolved independently in each group. Consequently these differences in development and resulting interconnectivity may explain why birds and mammals exhibit SWS-related SWA and reptiles do not. Furthermore, this interconnectivity is most likely responsible for mediating the complex cognitive abilities of birds and mammals.

The preceding discussion has focused on mechanistic reasons for the presence of SWS-related SWA in mammals and birds. This raises several compelling questions. Are slow waves simply functionless epiphenomena of heavily interconnected brains occurring in a sleep state otherwise no different from that in reptiles and other animals? Or, are slow waves an emergent property of heavily interconnected brains that serve secondarily evolved functions unique to mammals and birds? Certainly it is also possible that slow waves reflect a secondarily evolved mechanism to achieve an evolutionarily conserved function mediated by different mechanisms in animals lacking slow waves (Gilestro, Tononi, & Cirelli, 2009; Rattenborg et al., 2009). One intriguing possibility is that along with the evolution of complex brains and cognition, SWS evolved in mammals and birds to maintain their complex brains. Indeed, several hypotheses suggest that rather than being mere epiphenomena, slow waves and associated cellular processes play an active role in maintaining adaptive brain function during wakefulness (Benington, 2000; Benington & Frank, 2003; Jha, Jones, Coleman, et al., 2005; Krueger & Obá, 1993; Krueger, Rector, Roy, et al., 2008; Marshall, Helgadóttir, Mölle, et al., 2006; Sejnowski & Destexhe, 2000; Steriade & Timofeev, 2003; Stickgold & Walker, 2007; Tononi & Cirelli, 2003, 2006). Particularly appealing are hypotheses that specifically account for the presence of SWS homeostasis, as reflected in the relationship between SWA and time spent awake and asleep (i.e., process S) (Benington, 2000). For instance, Tononi and Cirelli’s “synaptic homeostasis hypothesis” proposes that slow waves are directly involved in maintaining adaptive levels of synaptic strength in the neocortex, a process reflected in the homeostatic regulation of SWA (Tononi & Cirelli, 2003, 2006). According to this hypothesis, interaction with the environment during wakefulness causes an overall increase in synaptic strength and density that, if left unchecked, would saturate, leading to reduced space, increased energy demands, and a reduced ability to acquire new information. The slow network oscillations occurring during SWS are thought to remedy this problem in the following manner. Synaptic strength accumulated during wakefulness causes neurons to oscillate more synchronously and SWA to be greatest at the beginning of sleep. During SWS, however, the slow oscillations cause long-term depression and an overall downscaling of synaptic strength. Although overall synaptic strength
declines during sleep, the relative strength of most synapses is retained, thereby preserving previously learned information. However, weak, newly formed synapses may be removed during downscaling. This process may reduce the signal-to-noise ratio in neural networks, and thereby account for some of the improvements in cognitive performance observed following sleep (Hill, Tononi, & Ghilardi, 2008; Huber et al., 2004). Finally, as synaptic strength declines during sleep, neurons oscillate less synchronously, with the result that SWA and downscaling diminish in a self-limiting manner.

The synaptic homeostasis hypothesis for SWS is supported by behavioral (Huber, et al., 2004), neurophysiological (Vyazovskiy, Cirelli, Pfister-Genskow, et al., 2008), and molecular evidence in mammals (Cirelli, 2006; Cirelli, Gutierrez, & Tononi, 2004; Cirelli, LaVoute, & Tononi, 2005; Huber, Tononi, & Cirelli, 2007; Vyazovskiy, et al., 2008). Compared to mammals, the evidence linking avian SWS to synaptic downscaling is limited. Nonetheless, the presence of (1) SWS homeostasis in birds (reviewed in Rattenborg et al., 2009), (2) evidence linking SWS to imprinting in chicks (Gallus domesticus) (Jackson, McCabe, Nicol, et al., 2008) and sleep in general to song learning in young male zebra finches (Taeniopygia guttata) (Derégnaucourt, Mitra, Fehér, et al., 2005; Margoliash, 2005; Shank & Margoliash, 2009), and (3) recent molecular data showing similar changes between wakefulness and sleep in the expression of plasticity-related genes in the brains of mammals and birds (Jones, Pfister-Genskow, Benca, et al., 2008b) is at least consistent with the notion that SWS may serve a similar function in birds. Moreover, given the absence of large-scale, slow, synchronous neuronal activity during sleep in reptiles and other animals, this function (or mechanisms for achieving this function) may have evolved independently in mammals and birds to maintain their large, heavily interconnected brains and associated complex cognitive abilities (Figure 7.6) (Rattenborg, 2006a; Rattenborg et al., 2009).

Finally, as with SWS, the convergent evolution of REM sleep may also be related to the convergent evolution of complex brains and cognition in mammals and birds. Although the role of REM sleep in synaptic downscaling, if one exists, is unclear, other mechanisms occurring during REM sleep appear to play a role in sleep-dependent plasticity in mammals (reviewed in Stickgold & Walker, 2007). Perhaps owing to a lack of research on the subject, evidence linking REM sleep and learning is minimal in birds. Nonetheless, an increase in REM sleep has been reported following imprinting in chicks (Solodkin, Cardona, & Corsi-Cabrera, 1985). As mentioned earlier, sleep in general also appears to be involved in song learning in zebra finches (Derégnaucourt et al., 2005; Shank & Margoliash, 2009). Additional research is clearly needed to determine the extent to which avian SWS and REM sleep are involved in plasticity.
Concluding remarks

In addition to the similarities between avian and mammalian sleep, the points where they differ may also inform our understanding of the evolution and function of SWS and REM sleep. For instance, SWS-related spindles and hippocampal sharp waves and the hippocampal theta rhythm that occurs during mammalian REM sleep have not been observed in birds. Although differences in pallial architecture may make it more difficult to detect these phenomena in the avian EEG, it is also possible that they simply do not occur in birds. If confirmed with more targeted approaches, such differences are potentially very interesting, especially given that each of these electrophysiological events has been implicated in sleep-dependent plasticity in mammals (reviewed in Stickgold & Walker, 2007). Furthermore, if similar forms of sleep-dependent plasticity occur in birds despite the absence of electrophysiological phenomena comparable to those implicated in these processes in mammals, conclusions drawn from mammals may require reevaluation; or mammalian and avian sleep may perform the same functions but via different mechanisms. Comparisons of such divergent mechanisms may reveal

Figure 7.6. The proposed link between the evolution of complex brains, slow-wave sleep (SWS) homeostasis (process S), and complex cognition in birds and mammals. (See color Plate 1.) The phylogenetic tree (bottom figure) shows the convergent evolution of slow-wave sleep (SWS) and rapid-eye-movement (REM) sleep in birds and mammals. The proposed link between the convergent evolution of complex brains, SWS homeostasis (process S), and complex cognition in birds and mammals is depicted in the shaded panel (see text for details). The brain diagrams show the modern consensus view that the majority of the avian telencephalon (green) is derived from the same pallial embryonic neural tissue that gives rise to the mammalian neocortex (green) and functions in a similar manner despite the absence of the laminar cytoarchitecture found in the neocortex. Abbreviations: Ac, accumbens; B, basorostralis; Cd, caudate nucleus; CDL, dorsal lateral corticoid area; E, entopallium; GP, globus pallidus (i, internal segment; e, external segment); HA, hyperpallium apicale; Hp, hippocampus; IHA, interstitial hyperpallium apicale; L2, field L2; LPO, lobus parolfactorius; MV, mesopallium ventrale; OB, olfactory bulb; Pt, putamen; TuO, olfactory tubercle. Solid white lines are lamina (cell-sparse zones separating brain subdivisions). Large white areas in the human cerebrum are axon pathways called white matter. Dashed gray lines divide regions that differ by cell density or cell size; dashed white lines separate primary sensory neuron populations from adjacent regions. (The brain diagrams were adapted by permission from Macmillan Publishers Ltd: Nature Reviews Neuroscience, Jarvis et al., 2005. The drawings of tool use in a New Caledonian crow [Corvus moneduloides] and a chimpanzee [Pan troglodytes] by C. Cain are from Emery & Clayton [2004]. The mentality of crows: Convergent evolution of intelligence in corvids and apes, Science, 306, 1903–1907. Reprinted with permission from AAAS. Entire figure modified from Rattenborg et al., 2009.)
overriding principles that might otherwise remain obscure under an exclusively mammal-based research approach. Clearly additional comparative work on sleep in birds and other nonmammalian vertebrates may provide further insight into the functions of sleep in mammals, including humans.
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Introduction

The evolution of sleep has been the subject of several studies and reviews (Allison & Cicchetti, 1976; Allison & Van Twyver, 1970; Hartse, 1994; Karmanova, 1982; Meddis, 1983; Monnier, 1980; Tauber, 1974). However, corresponding studies on the evolution of wakefulness have been fewer (Esteban, Nicolau, Gamundí, et al., 2005; Nicolau, Akaârir, Gamundí, et al., 2000), despite a number of reasons supporting the greater importance of waking in animal adaptation. First of all, waking and sleep are inseparable, an obvious assertion that, notwithstanding, has been ignored in most reviews (see, for instance, Zepelin, 1994; Zepelin & Rechtschaffen, 1974; Zepelin, Siegel, & Tobler, 2005). These reviews compute correlations between the main traits of sleep and ecological variables while forgetting that high correlations of a given trait with total sleep time also imply high correlations with waking time. The present review proposes a change of paradigm from sleep centeredness to waking centeredness.

Let us give an example of the paradigm change: there might be two possible viewpoints related to the high danger of a particular species’ exposure within an environment, namely:

1. Sleep is a dangerous state. Therefore natural selection must have reduced sleep in dangerous environments.
2. Alertness is necessary to cope with danger. Therefore natural selection must have increased waking time in dangerous environments.
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The difference between the two alternatives might seem subtle: but the former focuses on sleep as a key adaptive factor, while the latter is waking-centered. From one perspective, the waking-centered viewpoint should be preferred, as animals have the most interesting behavior during waking, while the most conspicuous phenotypic sleep trait consists in resting immobile during (almost) 99% of the time.

Nevertheless, sleep scholars have a lot of good reasons for their narrowly focused interest, as sleep troubles constitute a deep medical problem. However, the sleep-centered viewpoint probably causes some significant distortions. We discuss some of them in the remainder of this chapter.

It may be that the scarcity of studies devoted to the evolution of wakefulness is due to the obvious advantages of being awake. However, this is not quite evident. As D. C. Dennett (1995) has stated, “...but why does sleep need a ‘clear biological function’ at all? It is being awake that needs an explanation. Mother Nature economizes where she can. If we could get away with it, we’d sleep our entire life. That is what trees do, after all...” (p. 339). So, there are live beings that do well without waking at all, and the need of waking is not so obvious. But animals – unlike trees – have selected the ability to move and make an active search for food, reproductive partners, and escape from predation. Thus two solutions of the problem of being alive exist: to “sleep” during the whole life and to be awake. Plants selected the former solution; animals, the latter.

The animal solution has its limitations. It is known that the maximal thermodynamic stability always produces cycles in complex systems (Prigogine & Nicolis, 1977), and this can be related to the known exuberance of rhythms observed in live beings. Moreover, the biological rhythms allow for a better use of the environmental resources and an optimal distribution of the territory. Indeed, two species with a similar lifestyle may share a territory without competing if they have different time schedules. These properties of rest–activity cycles determine their well-recognized adaptiveness (Aschoff, 1964). In fact, all live beings are under high evolutionary pressure to find a unique ecological niche to minimize predation and competition, a pressure that leads to the distribution of biological time into periods of activity and rest. Animals that failed to be specialists in a particular temporal niche would disappear, as they would die without descendants. Thus the cyclic organization of rest and activity has an undisputed adaptive value.* Both rest and activity appear to be coupled to geophysical cycles; this is particularly true in ectothermic animals, whose rest is obligatory during the cold nocturnal phase of the cycle.

Mammalian sleep occupies most of the resting period and shares with rest a number of features. Therefore, if rest is an essential part of the life in all animals, and if sleep is essentially rest, rest and sleep should share the same primary
function, which we have called the trivial function of sleep (Rial, Nicolau, Gamundi, et al., 2007). However, the sleep of mammals differs from that of birds and both are different from mere rest, because sleep has a number of additional features. As the function of rest is well recognized, we advocate that the search for the function of sleep should be restricted to the differential traits present in sleep- ing animals and absent in those that only rest. What is needed is an explanation for the high brain activity observed during sleep, the two phases, the eye movements and twitches, the changes in the homeostatic regulation, the dreams, and so on. In other words, what should be explained is why the resting state of mammals and birds has been supplemented by the unexpected and complex features of sleep.

Most likely, the complexity of sleep was the cause of the famous statement, currently attributed to A. Rechtschaffen (1971), that “if sleep does not serve an absolute vital function, then it is the biggest mistake the evolutionary process ever made.” Thirty-seven years later, this statement remains without a widely accepted answer. However, the lack of an adequate answer might be due to the inappropriateness of the question instead of the difficulty in finding an answer. It is obvious that adaptationism pervades the statement. According to Gould and Levontin (1979), the extreme of adaptationism – panglossianism – considers that every anatomical and functional detail observable in a live being is an adaptation. This simplistic viewpoint has now been abandoned, as many of the traits observed are acknowledged to be neutral (Kimura, 1983). Moreover, it is well accepted that adaptation is an onerous concept (Williams, 1966), as it is too easy to imagine adaptations for a given trait and even for its opposite. Therefore the burden of the proof of a particular adaptation must always be put on its defender and, in the absence of such a proof, adaptation should be considered as nonexistent.

The argument of complexity has a long history in evolutionary thinking (Dawkins, 1986). However, complexity by itself does not allow one to presume a vital function, as argued by Rial et al. (2007); they used noncoding DNA as a counterexample, which is undoubtedly complex and probably lacks any primary function. Let us remark that noncoding DNA shares with sleep an extremely variable phylogenetic distribution. Despite the complexity of sleep, most traits distinguishing sleep from simple motor rest could have no function at all without implying any evolutionary mistake.

Let us go back to the example of the paradigm change we introduced earlier, where there is an implicit misconception: the alleged dangerousness of sleep. Many sleep researchers have stated that a sleeping animal is helpless and have deduced from that claim the proposition that to be asleep is risky. However, it is well known that victims of predation are the very young, the sick, and the old, even when they are fully awake. This is consistent with the well-accepted coevolution of predator and prey (Abrams, 2000). No prey animal can afford to sleep when its predators are active. The alleged vulnerability of an animal during sleep confuses
cause and effect: primarily, sleep does not cause vulnerability; quite the opposite, vulnerability causes reduced sleep – indeed, we should formulate it even better as “vulnerability leads to increased waking.”

Another alleged negative consequence of sleep is that the total sleeping time must be subtracted from other more useful tasks, such as finding food or reproductive partners. However, this is another instance of confusion between cause and effect: no live being would trade eating or reproductive efficiency for sleep; as soon as an essential need arises, sleep is put aside. Humans who reduce their sleep to achieve their goals constitute proof that sleep is trivial in face of the superior need to be awake, which should become the center of the paradigm.

The sleep rebound effect observed after deprivation provides a seemingly powerful argument that sleep fills an essential function. However, this could also be a mechanism to maintain the rest–activity cycles that might have been jeopardized after the development of homeothermy. In nature, cold-blooded animals never have the possibility of missing a resting period. This possibility arose only from the thermal regulatory freedom acquired by homeothermic animals, and it can be postulated that powerful mechanisms should have appeared to avoid the neglect of rest. Although the homeostatic regulation of sleep could in principle work against the circadian one (Benington, 2000), this never happens in practice, as the impossibility of a permanent adaptation to inverted light–dark activity cycles has been shown to occur in humans. Hence, the relative weakness of the homeostatic regulation, when compared with the circadian one, could mean that the sleep rebound could be a short-term signal to restore the most essential long-term periodic organization of activity and rest.

A result of the overconfidence of the people who rely on the complexity argument, the alleged inconveniences of sleep and the well-recognized need to recover lost sleep, is that many researchers feel that some benefit should be obtained during sleep. Many hypotheses have been proposed to show such benefit. Among them, the supposed consolidation of memory and learning is gaining strength. Certainly some empirical results show impairments in memory retention after sleep loss and even improvements after a good night of sleep. However, the accumulation of evidence may never serve to achieve a definitive proof. The number of empirical results showing that the earth is flat is uncountable, but a single counterexample is enough to falsify the hypothesis. In spite of whatever evidence may have been previously accumulated, we know that the earth is not flat; similarly, nobody will convince us that humans who sleep just 8 hours a day have less learning capacity than a cat that sleeps 16 hours daily, not to mention the platypus. Meanwhile, the empirical evidence thus far obtained is weak and even contradictory (Coenen & Van Luijtenaar, 1985; Siegel, 2001; Vertes 2004; Vertes & Eastman, 2000); in many cases one may suspect that the results are due to the stress accompanying the deprivation (Rial et al., 2007).
Next, we claim that the importance of sleep-distinctive traits is minimal compared to those of waking. Sleep has few, if any, traits on which natural selection could have applied pressure, and it seems difficult to imagine how Mother Nature could have selected the traits observed in a polysomnographic study (Rial et al., 2007). The situation is quite the opposite for wakefulness, where an overwhelming part of the waking behavior has obvious consequences for survival. Sleep traits, which must be recorded with a sophisticated artificial machine, do not resist the comparison with waking traits readily observable by means of the naked eye.

At the end of this introduction we do not expect all readers to be convinced by our argument in favor of a change of paradigm from sleep centeredness to waking centeredness. But we believe that we have given some reasonable evidence that this paradigm change does have significant advantages. We have argued that (1) the absence of function for a given trait must always be considered the null hypothesis; (2) complexity is not a firm proof to invoke an essential function; (3) animals sleep only after having fulfilled all vital functions; (4) deprivation-produced sleep debts may point not to a mysterious benefit obtained during sleep but rather to the maintenance of rest–activity cycles; (5) no adaptation has been unequivocally demonstrated for sleep; and (6) waking has, by far, more adaptive importance than sleep.

The following pages are devoted to a study of the evolution of waking in the transition from reptiles to mammals; we hope that the reader will understand the known facts better from this more appropriate approach. We will begin by comparing the anatomical and functional substrates of wakefulness in the two groups. As a consequence, an important functional discontinuity in the transition of wakefulness from cold- to warm-blooded animals is observed. This discontinuity was probably the result of the transition from diurnal (reptilian) to nocturnal (mammalian) lifestyles, with the accompanying changes in thermoregulation. The final consequence of those changes was the development of the cortical-based waking state, with unprecedented capacities that allowed the development of consciousness. A side effect of these evolutionary changes was the relegation of reptilian subcortical wakefulness to an inactive state, which resulted in sleep. This sequence of events stresses the greater importance of wakefulness over the “triviality” of sleep and explains the probable absence of an adaptive value for sleep: it is a side result of another true adaptation.

**Homology and analogy**

The following paragraphs will show that the apparent similarity of the waking states of different animal groups is superficial. The concepts of homology and analogy (Campbell & Hodos, 1970), basic in evolutionary studies, will
be used to support the lack of continuity in the evolution of wakefulness. Two traits are homologous if their origin can be traced back to a common ancestor irrespective of their actual morphology and/or function. A paradigmatic example is the chain of ossicles of the mammalian middle ear, which is homologous to the bones forming the jaw articulation of fish, with a well-accepted common origin (Tumarkin, 1948). On the contrary, analogy occurs when two traits have a similar structure and/or function but have been developed after convergent evolution. The eyes of cephalopods and vertebrates serve as an example of analogy; they were developed through adaptive convergence with no common ancestor from which the two groups could have inherited them, in spite of serving the same function and having strikingly similar structures. This said, one should be aware that a similar structure and function commonly persists in homologous structures and that the number of examples of homology, with common ancestry and without morphological and functional difference, is large. This prompted Hennig (1966) to propose the auxiliary principle of analogy–homology: “Never assume convergent or parallel evolution; always assume homology in the absence of contrary evidence” (p. 121).

It is clear that the behavioral and functional aspects of waking are the same in every zoological group and every animal species. Hence, following Hennig’s principle, waking must be homologous in all animals unless contrary evidence is demonstrated. Restricting the field to the subject of this review, the waking state in reptiles and mammals should be assumed to be homologous; therefore those sleep scholars who assumed homology between the two waking types were apparently right. However, a second look at this question is taken in the following paragraphs.

Waking and sensory processing in reptiles and mammals

An efficient waking state depends on the ability to get environmental information through adequate senses, analyze it by means of appropriate nerve centers, and produce adaptive behavioral responses. The homology between the main sensory organs of vertebrates is beyond doubt, but the homology of the systems analyzing the sensory input and ordering the appropriate output may be questioned. The following paragraphs review the similarities and differences in the sensory performance of different parts of the brains of reptiles and mammals. Attention is given particularly to the visual system, in view of its importance.

Structure of the visual system in reptiles and mammals

The thalamic sensory projections in terrestrial vertebrates have been classified into two main neuronal groups: lemnthalamic and collothalamic (Butler,
Figure 8.1. Schematic drawing of the amniote brain showing the collothalamic and lemniothalamic organization of the visual pathways in amniotes. (See color Plate 6.) (1) lemniothalamic nuclear group; (2) collothalamic nuclear group; (3) striate (visual) cortex (in mammals), dorsal cortex in reptiles; (4) extrastriate (secondary visual) cortex in mammals, DVR in reptiles; (5) striatal complex; (6) substantia nigra; (7) optic tectum (OT); (8) reticular formation; (9) corticospinal tract, exclusive of mammals (red dashed line). In blue: corticotectal projections. See further explanation in the text.

The lemniothalamic system comprises the lemniscal pathways, with direct connections between the sensory cells and the dorsal thalamus, while the sensory cells of the collothalamic system have a direct projection to the mesencephalic colliculi and then send projections ascending up to the dorsal thalamus and down to the reticular formation (Butler & Hodos, 2005). The two systems are schematized in Figure 8.1.

Taking the collothalamic system first, a group of retinal fibers ends in the optic tectum (OT) in a precise topographical organization. The OT relays to the reticular formation through the tectoreticular and tectobulbar multisynaptic pathways (Butler & Hodos, 2005). Also, a tectothalamic pathway projects from the OT up to a collothalamic nucleus, which is the nucleus rotundus in reptiles and the visual part of the pulvinar in mammals (Aboitiz, Morales, & Montiel, 2003; de la Iglesia & López-García, 1997; Guirado, Dávila, Real, et al., 2000). The collothalamic ascending pathway connects with the dorsal ventricular ridge (DVR) in reptiles (Gonzalez & Ruschen, 1988; Hoogland & Vermeulen Van Der Zee, 1989) and the extrastriate visual cortex in mammals (Chalupa, 1991). In the two groups, both structures send projections to subpallial regions (the striatal complex), with final output
The evolution of wakefulness

To the substantia nigra, pars reticulata (SNr), through the nigrostriatal bundle (Smeets & Medina, 1995; ten Donkelaar & De Boer-Van Huizen, 1981; Voneida & Sligar, 1979).

The SNr has extensive projections to the reticular formation, the final common pathway in reptiles (green line of short arrows in Figure 8.1) (ten Donkelaar, 1998), but also with motor functions in mammals (Habaguchi, Takakusaki, Sitoh, et al., 2002; Siegel & McGinty, 1977; Takakusaki, Habaguchi, Ohtinata-Sugimoto, et al., 2003). However, the SNr also sends important GABAergic inhibitory lines to the OT, whose importance is further described in the next paragraphs.

Regarding the lemnosthalmic system, the retinal ganglion cells connect to the lateral geniculate nucleus and the striate cortex in mammals (Ramón y Cajal, 1909/1952), which sends output to the extrastriate cortex (Montero, 1993; Rosa & Kubitzer, 1999) and the basal ganglia. Another interesting pathway connects several sensory cortical areas to the OT to control the ocular movements (Butler & Hodos, 2005) (see Figure 8.1, blue line).

The previous description shows that the general structure of the visual system is similar in mammals and reptiles and probably reflects the primitive pattern in all vertebrates (Butler & Hodos, 2005; ten Donkelaar, 1998). According to Sowards and Sowards (2002), however, some important differences exist and can be shown after telencephalic and tectal lesions.

The ablation of the telencephalon causes important visual deficits in mammals, although their severity varies in relation with the importance of the visual system in different groups. For instance, the rodent’s telencephalic lesions cause impairments in the capacity to detect fine details of the visual image, but it is evident that the animals are not blind. On the contrary, similar lesions in primates cause a complete loss of visual awareness, although some simple visual tasks may continue with the so-called blind (tectal) vision. The telencephalic ablations have few consequences in the observable behavior of a reptile, while the tectal lesions cause deep impairments (Peterson, 1980).

These relationships also have a clear anatomical counterpart in the relative size of the telencephalic and tectal regions involved in the visual analysis. The reptilian OT has an important development, while the telencephalic visual areas are quite small. Reciprocally, the mammalian telencephalon has had a huge development in total surface; in addition, the three-layered reptilian pallium has been transformed into the six-layered mammalian isocortex, while the tectum has a reduced extension, a difference that is particularly evident in primates. Therefore the balance between tectal and forebrain analysis is characterized by a displacement toward the telencephalon in the transition from reptiles to mammals (again, see Figure 8.1).
Functional properties of tectal and telencephalic processing

Both collothalamic and lemnothalamic ascending lines (red ascending lines in Figure 8.1) may reach the telencephalon, where they provoke responses that probably result from the recognition of complex details in visual images (Sewards & Sewards, 2002). It should be noted, however, that the telencephalic processing depends on both collo- and lemnothalamic systems (Sewards & Sewards, 2002), whereas the descending tectoreticular and tectobulbar output is dependent on the tectal analysis only.

The collothalamic telencephalic elaboration is performed in the dorsal ventricular ridge (DVR) in reptiles and in the extrastriate cortex in mammals, whereas the lemnothalamic analysis depends on the dorsal cortex in reptiles and the striate cortex in mammals. The two telencephalic systems merge, however, in the striatal complex for both groups. The reptilian dorsal cortex projects to the DVR but also to the subpallial striate complex, which also receives a substantial input from the DVR. Similarly, the most important input of the mammalian extrastriate cortex comes from the striate visual cortex, but both – striate and extrastriate – send connections to basal nuclei.

In summary, reptiles and mammals have two systems for visual processing: the first, marked with green lines in Figure 8.1, is tectal and most probably serves to cause rapid and simple innate orienting responses to significant environmental stimuli through what has been called the command releasing system of the reticular formation, which activates the various behavioral programs (Kupfermann & Weiss, 1978). The second system, marked with red lines, is telencephalic and is devoted to analyzing complex characteristics of the visual field (Sewards & Sewards, 2002). Both systems, however, must work together in mammals. Because they have a well-defined somatotopic organization, the connection between them (marked with blue line in Figure 8.1) probably serves to align the two topographic maps (Harvey & Wortington, 1990; Lui, Giolli, Blanks, et al., 1994).

The mammalian visual telencephalic system has a direct motor output through the corticospinal tract. The output of the striatal complex, however, is always essential for the selection and coordination of motor responses. The striatal output is conveyed to the substantia nigra through dopaminergic fibers, merging here with the tectal output in the previously described command releasing system.

However, the telencephalic system has also the capacity to inhibit the tectal output. This was shown after the discovery of the Sprague effect (Sprague, 1966). It was observed that the hemianopia produced in cats after the unilateral destruction of the striate cortex seemed to improve after an additional lesion was produced in the opposite OT. Later studies demonstrated that this improvement could be produced by cutting only the part of the intercollicular commissure containing
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The nigrosectal GABAergic inhibitory lines (Wallace, Rosenquist, & Sprague, 1990). The Sprague effect was explained as being due to the suppression of the strong inhibitory effect normally produced by the telencephalic output. In other words, the blind hemifield of a cat could be replaced by the homolateral tectum, but only after the disinhibition produced by the second lesion, which allowed for the partial recovery of the lost function. The cortical vision was used for one half of the visual field and the tectal vision for the second half. The opposition between telencephalic and tectal processing has also been shown in the behavioral responses of tree shrews (Jane, Lewey, & Carlson, 1972), but it is particularly evident in the ontogenetic maturation of the brain, which receives particular attention in embryological studies in this review.

To summarize, the Sprague effect provides functional evidence of the double visual system; most interestingly, however, it shows that the two systems are complementary and normally work in opposition. The tectal system serves to recognize key stimuli that cause innate behavioral responses, while the telencephalic system serves to analyze complex visual images. It is worth remembering, however, the reduced extension of the reptilian telencephalic system in comparison with the tectal one. On the contrary, the mammalian isocortex suffered a huge development, in contrast with the reduced tectal extension.

Although the preceding description refers only to the visual system, there is a rather similar one for the somatosensory system. The anatomical features of the auditory system are different, as the acoustic pathways are exclusively collothalamic. However, they are rather similar in function, with mesencephalic (torus semicircularis for reptiles, posterior colliculi for mammals) and pallial–subpallial telencephallic processing. Hence double sensory processing is an essential property of the reptilian and mammalian brains.

**Neurological signs of wakefulness in mammals and reptiles**

In accordance with the preceding summary of the anatomical and functional basis of sensory analysis in mammals and reptiles, we observe many similarities between the two groups, but also some differences. The important question is this: Are the similarities sufficient to consider that reptilian and mammalian waking systems are homologous or, on the contrary, are the differences so important as to support analogy instead? The empirical results should provide enough evidence to decide this issue. The following discussion compares some neurological traits of reptiles and mammals.

The mammalian electroencephalographic (EEG) arousal pattern has been described as consisting of reductions in amplitude and synchrony, called the desynchronization reaction. Today it has been recognized that the supposed loss
Figure 8.2. EEG arousal in *Gallotia galloti* lizards produced after a handclap (*upper record*) and after eye opening in mammals (*middle record*). In the lower record, the underlined fragments represent the response to a moving stimulus perceived in the visual field of a full waking lizard. The dashed underline corresponds to a spontaneous spindle, probably respiratory.

of synchrony corresponds in fact to a low-amplitude but clear synchronization in the gamma range, from 20 to 50 hertz (Llinás & Rivary, 1993), and the term “EEG activation” has replaced the old terminology (Steriade, 2000).

Mammalian EEG activation depends directly on two main systems, the cholinergic basal telencephalon and the serotonergic raphe, although other neurotransmitters also promote indirect activation through the two basic mechanisms (Dringenberg & Vanderwolf, 1998). Early reports stated that cortical arousal and responsiveness to sensory input were independent (Feldman & Waller, 1962). However, modern reports show that cortical dysfunctions in which the EEG slows down reduce or even block cognitive capacity (Dringenberg & Diavolitis, 2002; Llinás & Ribary, 1993), thereby emphasizing the importance of cortical high-frequency activation for full waking. Thus, it may be that a full analysis of sensory input can be performed only in a cortex showing an activated EEG.

The cholinergic and serotonergic cellular groups of the basal telencephalon and raphe, respectively, have also been observed in reptiles (Bruce & Butler, 1984; Lohman & VanVoerden-Verkley, 1978; Medina, Smeets, Hoogland, et al., 1993). In general, the main brain regions involved in the control of sleep have been identified for a long time (Broughton, 1972), contrasting with the absence of their neurological signs. Two forms of EEG activation have been recorded in reptiles. The most evident response to sensory stimulation of a wakeful reptile consists in an increase in amplitude, which is particularly salient in the low-frequency range (Nicolau et al., 2000; Susić, 1972; Văsilescu, 1970) (see Figures 8.2 and 8.3).
Plate 1. The phylogenetic tree (bottom figure) shows the convergent evolution of slow-wave sleep and rapid-eye-movement sleep in birds and mammals. See Figure 7.6.
Plate 2. A Schematic Sagittal overview of the mammalian (rat) (a) and zebrafish (b to d) brain. See Figure 11.1.
Plate 3. Typical sleep postures in larval (a) and adult (b) zebrafish. See Figure 11.3.
Plate 4. Dirunal variation in latency to visually evoked behavior in zebrafish larvae. See Figure 11.11

Plate 5. Melatonin attenuates neuronal response to light in MeLc neuron of the nMLF cluster. See Figure 11.12.

Plate 6. Schematic drawing of the amniote brain showing the collothalamic and lemnothalamic organization of the visual pathways in amniotes. See Figure 8.1.
Figure 8.3. The left panel shows the RMS amplitude of the EEG recorded in *Gallotia galloti* lizards before and after sensory (auditive) stimulation. The right panel shows the amplitude of the spontaneous EEG in function of the behavioral state. In both cases, the dependence on body temperature, following the Q₁₀ law, was highly significant. (After Gamundi, Akaårir, & Rial, unpublished data.)

Although the slow-wave EEG has been thoroughly looked for in reptiles, most results were negative. It should be remarked, however, that these studies were looking for slow waves during resting time. On the other hand, reptiles are absolutely dependent on external heat sources for their behavioral ectothermic thermoregulation, with the result that their body temperature is at its lowest during rest. Following the Q₁₀ law, the EEG amplitude is also minimal during rest, and the negative results obtained should have been expected: reptiles have no slow-wave EEG during rest. Other studies, however, have recognized the effects of both body temperature and activation, so that the EEG amplitude is maximal during waking in warm animals submitted to sensory stimulation, with the highest power always found at the low-frequency end (Figures 8.2 and 8.3) (Bullock, 2003; Bullock & Basar, 1988; de Vera, González, & Rial, 1994; González, Vera, García-Cruz, et al., 1978). In other words, the amplitude of the reptilian EEG follows a pattern opposite that of the mammalian one (Nicolau et al., 2000; Susic, 1972; Vasilescu, 1970) (Figure 8.4).

Another type of response to visual stimulation consists in the production of 12- to 25-hertz spindles (de Vera et al., 1994; González & Rial, 1977; González et al., 1978; Prechtl, 1994; Servit & Strejčkova, 1972; Servit, Strejčkova, & Volanschi, 1971) (Figure 8.2, lower record).

Some researchers have stated that the spindles observed in the reptilian EEG were produced in the olfactory bulb in response to respiratory activity. However,
Figure 8.4. EEG amplitude in reptiles (left panel) and in mammals (right panel) recorded during different behavioral states. The reptile’s maximal amplitude occurs in warm and sensory activated animals. The mammals’ maximal amplitude is recorded during phase 4 of NREM sleep, whereas the lowest amplitude corresponds to the most activated state. Abbreviations: W, waking; OE, open eyes; CE, closed eyes. (Gamundi, Akaârir, & Rial, unpublished data.)

respiratory and nonrespiratory spindles (Figure 8.2) have been distinguished in the reptilian telencephalic EEG (Gaztelu, García-Austt, & Bullock, 1991). The nonrespiratory ones could be evoked after sensory stimulation and share an extreme similarity with the sleep spindles, as they were recorded simultaneously in the thalamus and in the cortex and depend, as in mammals, on GABAergic activity (Servit & Strejčkova, 1972; Servit et al., 1971). More recent studies (Prechtl, 1994; Prechtl, Cohen, Pesaran, et al., 1997) have demonstrated that the telencephalic spindles of turtles were the result of the telencephalic activation after either patterned visual stimulation or gaze shifts. Moreover, the reptilian spindles could be transformed into high-voltage paroxysmal spikes, as in mammals (Nobili, Ferillo, Baglietto, et al., 1999; van Luijtelaar, 1997, for mammals; Gómez, Bolaños, López, et al., 1990; Rial & González, 1978, for reptiles). Therefore few doubts can be cast on the homology between them.

The mammalian sleep spindles, K complexes, and delta EEG (1 to 4 hertz) depend on rhythmic slow oscillations (<1 hertz) generated intracortically during NREM sleep (Amizca & Steriade, 2002; Steriade & Amizca, 1998). The thalamic cells are in an excitable state and fire in tonic mode during waking, allowing the arrival of sensory inputs to the cortex. After the beginning of sleep, the cells are increasingly hyperpolarized, entering into burst firing mode, which causes the production of spindles and delta EEG (depending on the degree of hyperpolarization attained) (Steriade, 2000) and block the sensory input to the cortex (Coenen, 1995). Early
studies showed that sleep spindles were dependent on collicular input (Bremer, 1935). Modern studies have extended those results to the continuous thalamic inhibition produced as a consequence of a reduction in the firing rate of reticular and mesopontine cholinergic nuclei (McCarley, 2007; Steriade, Oakson, & Ropert, 1982). It is important to note that the spindles appear during the transitional state from waking to sleep, with a medium level of hyperpolarization in thalamic reticular neurons (Steriade, 2000), and are substituted by the delta waves with increased hyperpolarization levels. This means that spindles and delta waves cannot be simultaneously generated in a given cell (Steriade, Curro-Dossi, & Nuñez, 1991).

All in all, the neuronal mechanisms causing spindles and slow waves are well understood. Unfortunately, the functional consequences are not so clear. The available data show that both contribute to cortical inhibition, blocking the arrival of sensory input to the cortex. However, taking into account their opposition, some difference should exist, perhaps related to differential activities in various pallial regions. For instance, sleep spindles can be recorded not only in the cortex but also in the hippocampus (Malow, Carney, Kushwaha, et al., 1999), where they may be involved in the transfer of information between hippocampal and neocortical cell assemblies (Sirota, Csicsvari, Buhl, et al., 2003). This would agree with a double interpretation of the functional significance of the spindles, as it has been suggested that they serve to protect sleep (blocking the neocortex) but they can also be indicative of activation (Bowersox, Kaitin, & Dement, 1985; Church, Johnson, & Seales, 1978; Jankel & Niedermeyer, 1985), which would occur in other nonneocortical (paleopallial) regions. It should be recalled here that the medial cortex of reptiles is generally acknowledged to be homologous with the mammalian hippocampus, with well developed anatomical and functional connections with the dorsal cortex, the region from which the isocortex probably developed (Aboitiz et al., 2003).

The meaning of differences in the EEGs of reptiles and mammals

Given the cortical inhibition caused by thalamic neurons, the most parsimonious explanation for the slow-wave EEG recorded in active reptiles should assume a similar blocking function. If the slow EEG waves appear in mammals during sleep but during activity in reptiles, it follows that cortical processing must be normally interrupted in waking reptiles. This conclusion should not be surprising in view of the previously described antagonism between tectal and telencephalic processes. Whereas telencephalic blocking in mammals is necessarily linked to NREM sleep – that is, to unconsciousness – the same blocking in reptiles should be considered necessary to allow essential tectal analysis during the waking state.
On the other hand, if the slow-wave EEG is indicative of telencephalic inhibition, the spindles evoked in reptiles as a response to patterned stimuli should have an opposite meaning. Hence an active reptile may experience continuous oscillations between telencephalic (paleopallial) and subtelencephalic (tectal) activation modes, interspersing the slow-wave EEG with spindles, depending on the nature of the perceived stimulus and the need of the corresponding analysis. This situation is impossible for a mammal if one considers (1) the low processing capacity of the tectal system and (2) that during cortical inactivation (i.e., sleep) the eyes are closed, imposing absolute inactivity for tectal visual analysis as well. Interestingly, the case could be different for somatosensory tectal processing, which could remain active during slow-wave sleep, providing a basis for the well-known sleeping thermoregulatory behavior (Parmeggiani, 2000).

**Conclusion: Is the waking of reptiles and mammals homologous?**

The preceding paragraphs have provided strong anatomical evidence supporting the existence of similar structures controlling the sensory systems of mammals and reptiles. Moreover, the equivalence between collothalamic and lemnothalamic, telencephalic and tectal sensory processing has also been evidenced in the two groups. Therefore the homology of the nervous structures providing the sensory analysis is supported.

The fine differences in the balance between telencephalic and tectal working modes of the two systems, however, have determined important modifications in the general activity of the reptilian and mammalian brain. Summarizing, mammalian wakefulness is strictly dependent on the telencephalic activity, with a rather meager (and normally inhibited) tectal contribution. On the other hand, mammalian sleep – that is, unconsciousness – unavoidably occurs after telencephalic inhibition. During the first stages of sleep, however, EEG spindles may appear, either spontaneously or after sensory stimulation; these have been attributed to sensory processes in paleocortical structures. The tectal processing could remain active for some sensory modalities during sleep but not for vision, as a consequence of eye closure. The reptilian telencephalic inhibition, heralded by the slow-wave EEG, has few consequences and is even necessary to allow tectal processing, the fundamental one in premammals. On the other hand, the (paleo) telencephalic activation attained with the EEG spindles allows for the analysis, probably learning-related, of complex features of the visual images.

These conclusions show that the mammalian waking state is not equivalent to the reptilian one in functional terms, in spite of the anatomical similarities between the two brains. Thus it must be concluded that they are only analogous states, providing the same function but organized in quite different patterns. A
mammal depends on cortical activation to be awake, while a reptile must have a fully functional OT, the state of the telencephalon being less important. Hence the two types of waking may not in fact be homologous. On the contrary, the homology between mammalian slow-wave sleep and the reptilian waking is evident, as shown by the similar EEGs, with slow waves, spindles, and common controlling centers.

**How mammalian waking appeared**

It has been proposed that the evolutionary transformation from reptiles to mammals was a consequence of the prolongation of diurnal activity, typical of the reptilian machinery, to the early nighttime (Carroll, 1988; Jerison, 1973; Kemp, 1982; Sagan, 1977). The evolutionary pressure to fill the unoccupied nocturnal ecological niche is evident and promoted two types of adaptations. First, the extension to the nocturnal lifestyle was facilitated by the production of endothermic metabolism and the consequent increase in body temperature (Crompton, Taylor, Jagger et al., 1978).

In addition, nocturnal life also caused extensive brain reorganizations. Obviously, the visual system has a low efficiency during times of darkness, while olfactory processes are essential (Jerison, 1973, 1990; Kemp, 1982). Enhanced olfactory processing presumably promoted the increase in telencephalic activation at the expense of tectal activity. According to Sagan (1977) and Lynch (1986), the development of associative networks between the dorsal cortex and the olfactory system via the hippocampus became increasingly important to develop multisensory maps of space and behavior (Eichelbaum, 1998) in which specific odors labeled particular places and routes. This prompted the need to develop olfactory–hippocampal associative networks in primitive mammals; this may have caused an increased production of progenitor cells in the dorsal pallium and other brain regions, leading to the expansion of the dorsal cortex as recipient of visual thalamofugal, tectofugal, and auditory projections, which may have become essential in the early mammalian brain (Aboitiz, 1992; Aboitiz et al., 2003).

When the capability for endothermic thermoregulation appeared, the first mammals could have been able to maintain round-the-clock activity, a state of affairs that was opposed by the imperative need to maintain rest–activity cycles, as postulated by Aschoff (1964). Obviously, natural selection should have favored those individuals able to suppress the newly developed cortical activity during the illuminated part of the circadian cycle. This was not difficult, as reptiles were already able to block the telencephalic processing with slow EEG waves to permit tectal activation. It was only necessary to enhance this capability during light time. In this way, mammalian sleep was born, conserving a number of electrophysiological properties of the reptilian waking state.
Embryological studies

Behavior does not fossilize; thus a direct proof of the evolutionary process cannot be obtained. It can only be deduced from comparative studies, analysis of the anatomy and physiology of related groups, embryological analysis, and logical reasoning. The present report has shown a plausible anatomical and physiological scenario not only for the evolution of waking but also for the advent of mammalian sleep. Additional evidence may be obtained through the analysis of embryologic development, testing the eventual accommodation of the proposed scenario to the recapitulation law of Von Bauer and Haeckel. Indeed, the validity of the recapitulation law has been hotly discussed. However, after the redefinition of Garstang (1922) (“changes in ontogeny create phylogeny” [p. 81]) and after developing the concept of heterochrony (changes in the speed of development), the causes of the success and failure of Haeckel’s law are well understood. There are neotenic or pedomorphic processes in which development slows down and the law does not hold, while peramorphic or terminal additions occur when developmental speed increases and new stages are added, a case in which the law is followed. This has been discussed with respect to many aspects of the vertebrate nervous system and, in particular, to the evolution of the mammalian cortex (Montagnini & Treves, 2003) and of sleep and waking (Esteban et al., 2005).

In a first approximation, altricial newborn mammals, with an undeveloped cortex, should continuously show the mammalian counterpart of the reptilian wakefulness – that is, sleep – if the proposed hypotheses are correct. However, we know that newborn mammals show wakefulness, even if only during short periods. Nevertheless, there are interesting reports showing that the contradiction is only apparent. If we concentrate only on human studies, the retinocollicular visual system is well developed at birth, while the lemnthalamic system begins to be functional only 2 months after birth (Braddick, Wattam-Bell, & Atkinson, 1986; Finlay, Hersman, & Darlington, 1998). Hence wakefulness with a reptilian aspect might appear, in early developmental stages, to be substituted by the mammalian type after the completion of cortical development. This is exactly what has been found to happen (Swards & Swards, 2002). For instance, it has been shown that human neonates follow the movement of a schematic face (but not a scrambled face or other blank stimuli) a few minutes after birth (Goren, Sarty, & Wu, 1975), a process named “CONSPEC” (conspecifics) (Morton & Johnson, 1991), which is the mechanism to direct the attention of the newborn to faces. This process decays in the second month of life, to be replaced by “CONLEARN,” the mechanism allowing the learned recognition of familiar faces.

A similar decline in several other sensorimotor reflexes has been observed, followed by a new development in which the ability to analyze other properties
of the stimuli increases. For instance, the orientation reflexes to sound sources declines in 2-month-old infants, emerging again at the end of the fourth month (Johnson, 1990; Muir, Clifton, & Clarkson, 1989). These reports strongly support the idea that the “built in” orienting responses depend on primitive activity (probably tectal), which is later inhibited and replaced after the emergence of cortical activity (Pascalis, de Haan, Nelson, et al., 1998), which blocks tectal processing. Therefore the wakefulness shown immediately after birth in altricial mammals, organized from the OT, could easily be qualified as belonging to the reptilian type, while mammalian wakefulness is shown only after cortical maturation. In conclusion, the ontogenetic law is fully satisfied.

The vital function of sleep: Should it exist?

This chapter began by presenting some doubts as to the existence of a vital function of sleep, and these doubts can be substantiated at the end of the chapter. In 1966, G. C. Williams proposed several rules of thumb that should be used to reject the need of adaptation for a given trait. Among them, it is evident that a trait must not be deemed adaptive when it is the side effect of another truly adaptive trait. For instance, the navel may not have adaptive value, as it is only a scar due to its severance from the placenta, a structure whose adaptiveness nobody can doubt. Applying the rule to the traits distinguishing sleep from rest, it is not difficult to understand that they are scars of a sort, by-product or remnants from the development of the new wakefulness, as described in the foregoing paragraphs. Therefore no adaptive value should be claimed for sleep. Most probably, Mother Nature never selected the bizarre traits distinguishing mammalian sleep from the reptilian resting state, and the functionless sleep is not a mistake of natural selection. The particular traits of reptilian wakefulness were simply relegated to the resting period, which in fact may be considered as a junkyard full of unnecessary remnants of earlier states. The sleep traits are still observed because they are transparent for natural selection, which cannot select traits without phenotypic consequences. Mother Nature has no polygraphic recorders to reject animals without slow-wave EEG, eye movements, or complex neural activity; it had plenty of power to reject animals with continuous wakefulness, cortically based during the dark half of the cycle and tectal during the second half. Natural selection allowed for the survival only of those able to block behavioral activity during the part of the cycle in which their efficiency was lower.

This does not mean that sleep could not have developed secondary functions, perhaps different in different animals. Evolutionary remnants have been reused on many occasions, as the example of the middle ear ossicles shows. Similarly, evolution could have reused some sleep traits for unexpected adaptations. In
these cases, however, a firm proof of necessity and sufficiency should be always demanded.

The end of the described evolutionary process producing sleep as a rather unimportant by-product had an enormously positive side. While mammals were developing sleep, they were also developing a uniquely complex structure, the telencephalic cortex. This allowed the emergence of an unparalleled grade of consciousness, which, according to several authors, may occur only in mammals as a result not only of their huge increase in size but also of the development of multiple cortical reentrant connections (Edelman & Tononi, 2000; Edelman, Baars, & Seth, 2005). Thus, the evolutionary process did not make a mistake either big or even minute. Instead, it allowed for the production of a new phenomenon, unique in the course of evolution. Could Mother Nature plead guilty?
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Introduction

Since the dawn of civilization, sleep has fascinated humankind. Myriad treatises and reviews, scientific and nonscientific, have been written in an attempt to explain the phenomenon of sleep, yet none has been comprehensive enough to gain general acceptance. It is now well established that sleep is neither a unitary nor a passive process. Intricate neuronal systems via complex mechanisms are responsible for controlling sleep. This chapter focuses on the evolution of rapid-eye-movement (REM) sleep; for detailed information about other behavioral states, the reader is referred to several comprehensive reviews (Datta & Maclean, 2007; Jones, 2003; Mignot, 2004; Siegel, 2004; Steriade & McCarley, 2005). We begin with a brief description of the discovery of REM sleep and then describe the phylogeny and evolution of REM.

Discovery of REM sleep

The discovery of REM sleep, a major breakthrough, revolutionized the field of sleep research. The process that led to this discovery began in Kleitman’s laboratory at the University of Chicago Medical School in 1953. Kleitman and his graduate student Eugene Aserinsky noticed rhythms in eye movements during sleep in humans and linked this to dreaming (Aserinsky & Kleitman, 1953, 1955). Subsequently, Dement and Kleitman (1957) characterized the electroencephalographic (EEG) activity during dreaming in humans, and later Dement (1958) recorded rapid eye movements during sleep in animals. These discoveries established the presence of the non-REM–REM sleep cycle. However, it was only after Jouvet’s demonstration of muscle atonia (total suppression of muscle tone) and
the importance of the pontine reticular formation in REM sleep (which he termed “sommeil paradoxal” or paradoxical sleep [referenced in Dement, 2000; Jones, 1991; Jouvet & Mounier, 1960; and Jouvet, Michel, & Courjon, 1959]) that finally established REM sleep as a distinct state of behavior along with wakefulness and non-REM (NREM) sleep.

**The evolution of REM sleep**

To understand the evolution of REM sleep, it has been important to conduct phylogenetic studies of REM sleep. Elucidation of the quantitative and qualitative expression of REM sleep in diverse animal species has provided insight into the physiology and function of REM sleep. However, several major considerations must be taken into account in evaluating the results of such studies.

The mammalian class encompasses more than 4500 species. However, systematic REM sleep studies have been conducted in few of them, mostly in domesticated animals like cats and dogs as well as in rats and monkeys. Relatively few studies have been conducted in rabbits and pigs, and a very little information is available for other mammals or for other vertebrate species, including birds, reptiles, and amphibians (Siegel, 1999). Finally, there is almost no information about REM sleep in invertebrates. Thus our knowledge about REM sleep is generally limited to mammals, which represent a miniscule fraction of more than a million animal species. In short, by focusing most research effort on mammals, it becomes difficult to draw any conclusions about the evolution of REM sleep.

The major limitation to the study of REM sleep in new species has been the definition of REM sleep. What we know about it has been acquired in the course of studies in humans and domesticated laboratory animals. Most of our knowledge about the cellular mechanisms responsible for the regulation of REM sleep has been achieved by studying neuronal mechanisms in cats. However, because most behavioral and electrophysiological characteristics that describe REM sleep in cats are also observed in humans and other mammalian species, it is likely that similar cellular regulators control REM sleep in other mammalian species, including humans.

Studies in cats have revealed that the primary neuronal systems responsible for the generation of REM sleep are localized in the brainstem (Datta & Maclean, 2007). There, the REM-generating core consists of two major populations of neurons with REM-selective discharge. The norepinephrine (NE)-containing neurons of the locus ceruleus (LC) and serotonin (5-HT)-containing neurons of the dorsal raphe nucleus (DRN) constitute the “REM-off neurons,” which cease their activity during REM sleep. On the other hand, the acetylcholine-containing cholinergic neurons of the mesopontine tegmentum along with GABA- and glutamate-containing neurons
of the pontine reticular formation increase their activity during REM sleep and are the “REM-on neurons” (Datta & Maclean, 2007; McCarley, Greene, Rainnie, et al., 1995; Siegel, 1995). Activation/inhibition of these neuronal systems is responsible for the behavioral and electrophysiological signatures of REM sleep, including a desynchronized, low-amplitude EEG, hippocampal theta activity, postural muscle atonia (complete loss of activity in antigravity muscles), frequent bursts of eye movements, muscle twitches, and ponto-geniculo-occipital (PGO) waves coupled with a total absence of awareness of the environment as well as blockade of sensory inputs and an elevated arousal threshold (McCarley et al., 1995; Siegel, 1995). Another important characteristic of REM sleep is the presence of REM sleep rebound following REM sleep deprivation. Thus our defining criteria for REM sleep are diverse and complex; they may seem difficult or even impossible to achieve in diverse animal species. For example, it can be difficult to observe muscle atonia in poikilotherms, because they may exhibit general hypotonia during their rest cycle. Even mammalian newborns (especially humans, rats, and cats) do not exhibit a desynchronized EEG (a prominent characteristic of REM sleep in adults), and REM sleep (also known as active sleep) is identified primarily on the basis of muscle twitching—a manifestation of phasic motor activation (Blumberg & Lucas, 1996; Frank & Heller, 1997; Harper, Leake, Miyahara, et al., 1981; McGinty, Stevenson, Hoppenbrouwers, et al., 1977; Siegel, 1999). Active sleep in neonates is generally accepted as an underdeveloped REM sleep state, on the assumption that a “developmental continuity” exists between active sleep in neonates and full-blown REM sleep in adults. Both active sleep in neonates and REM sleep in adult mammals can be identified purely on the basis of behavioral characteristics. The point that we would like to make is that it is possible to identify REM sleep in a newly examined animal species purely on the basis of a few behavioral characteristics.

The cessation of neuronal activity in the monoaminergic neurons along with phasic activation of the motor systems during REM sleep are unique characteristics that readily differentiate REM sleep from two other states of behavior, including wakefulness and NREM sleep. Thus, ideally and ultimately, if one could demonstrate recurrent cessation of monoaminergic neuronal activity and phasic motor activation along with the established primary characteristics of sleep—including (1) spontaneous assumption of species-specific or stereotypic posture, (2) maintenance of behavioral quiescence, (3) elevated behavioral response threshold, (4) rapid reversibility of state with strong threshold stimulus, and (5) presence of compensatory changes following sleep deprivation—it would be certain that a REM-like state distinct and different from NREM sleep is present in a newly examined animal (Campbell & Tobler, 1984; Flanigan, 1973, 1974; Flanigan, Knight, Hartse, et al., 1974; Flanigan, Wilcox, & Rechtschaffen, 1973).
REM sleep in invertebrates

Invertebrates are among the most ancient forms of life on this planet, and most have simple nervous systems.

Although invertebrates make up about 98% of the entire animal kingdom, relatively few studies have been performed to monitor rest and activity cycles in them. The existence of a sleep state has been described in cephalopods (squids and octopi) and mollusks (aplysia) (Mather, 2008; Strumwasser, 1971; Tobler, 1997). In her review, Mather describes sleep rebound following sleep deprivation, along with other characteristics of a sleep-like quiescent behavioral state in octopi, including narrowing of pupils and increased arousal threshold. Furthermore, Mather claims that there may be a cephalopod equivalent of mammalian REM sleep in which the animal changes its color. However, further work is necessary to establish REM sleep in cephalopods.

A sleep-like state of quiescence that satisfies several behavioral criteria of sleep has been reported in insects and arachnids, including cockroaches, bees, and scorpions (reviewed in Hartse, 1994; see also Chapter 2 in this volume), although it has not been claimed that REM sleep exists in insects. Rest in Drosophila melanogaster appears to satisfy all the behavioral criteria of sleep (Hendricks, Finn, Panckeri, et al., 2000; Shaw, Cirelli, Greenspan, et al., 2000); however, it is unclear whether the Drosophila rest state is similar to the sleep state experienced by humans. Circadian and vigilance changes in sensory response thresholds have been described in honeybees (Frank, 1999; Kaiser & Steiner-Kaiser, 1983). Increased arousal threshold along with compensatory increases in rest following rest deprivation has been reported in crayfish (Ramon, Hernandez-Falcon, Nguyen, et al., 2004). Circadian changes in periods of rest and activity have been observed in cockroaches, although rest deprivation did not produce a major compensatory increase in rest (Tobler & Neuner-Jehle, 1992); however, there was an increase in the metabolic rate (Siegel, 2008; Stephenson, Chu, & Lee, 2007).

REM sleep in vertebrates

Vertebrates are members of the subphylum Vertebrata within the phylum Chordata. The vertebrates are characterized by the presence of backbones or spinal columns. Vertebrata is the largest subphylum of chordates, with more than 50,000 species. They are classified into five groups on the basis of their skin covering, how they reproduce, how they maintain body temperature, and characteristics of their limbs (arms and legs or their equivalents, such as wings or fins). The five classes are fishes, amphibians, reptiles, birds, and mammals. Although a sleep-like state
The evolution of REM sleep has been demonstrated in some species from each of the five classes, REM sleep has been observed only in mammals and birds.

**REM sleep in fishes**

The class fishes consists of more than 25,000 recognized species and is the most diverse vertebrate group, comprising about half of all known vertebrates, among which less than 10 species have been examined for sleep (Siegel, 2008; see also Chapters 3 and 11 in this volume).

A substantial number of behavioral studies suggest that fishes may exhibit sleep-like states (Reebs, 2007). Behavioral identification of a sleep-like state with eye movement in several species of Bermuda reef fish was reported by Tauber (Frank, 1999; Tauber, Weitzman, & Korey, 1969). Subsequently, Marshall (1972) and Shapiro and Hepburn (1976) reported the presence of sleep-like states in various species. Although, these earlier studies did not use all of the Flanigan–Tobler criteria (Campbell & Tobler, 1984) to identify sleep, most studies did find states of prolonged inactivity, resting posture, 24-hour rhythmicity, and increased arousal thresholds. Tobler and Borbély (1985) reported a rest–activity rhythm with activity predominating during the light period in two fish species (*Cichlosoma nigrofasciatum* and *Carassius auratus*). Rest deprivation of the perch (*Cichlosoma nigrofasciatum*) by constant light conditions during normally inactive periods produced an increase in rest behavior during the subsequent 12-hour period. No evidence for a compensatory sleep rebound response was reported. Recently, a rest/sleep-like state has been characterized in zebrafish (*Danio rerio*) (Yokogawa et al., 2007; see also Chapter 11 in this volume). The rest/sleep-like state in zebrafish showed circadian variations in responsiveness and activity and reduced responses to stimuli after deprivation of the sleep-like state. There was, however, complete absence of a rest/sleep-like state with long periods of light, with no evidence of subsequent rebound.

Although there are no convincing reports of REM sleep in fishes, eye movement during the period of rest (Tauber, Rojas-Ramírez, & Hernández Peón, 1968) has been recorded in some species and the EEG spikes and slow waves have been recorded from the mid- and forebrain of the catfish (*Ictalurus nebulosus*).

**REM sleep in amphibians**

Amphibians are believed to have evolved from air-breathing freshwater fish approximately 400 million years ago, during the mid-Devonian period. There are more than 5000 species of amphibians, all of which are members of one of three main groups: frogs and toads (order Anura), salamanders (order Caudata),
and caecilians or limbless amphibians (order Gymnophiona). Amphibians were the first animals with backbones to adapt to life on land. They are the ancestors of reptiles, which in turn gave rise to mammals and birds. Thus it would be interesting to study sleep in this class of vertebrates. The majority of sleep studies have been performed in the order Anuras (Hobson, 1967; Hobson, Goin, & Goin, 1968; Huntley, Donnelly, & Cohen, 1969; Karmanova & Lazarev, 1979; Segura & De Juan, 1966). Sleep-like states have been reported in diurnally active tree frogs (genus Hyla). There was no evidence of REM sleep in these species. Sleep-like states in tree frogs were associated with stereotyped sleep postures, elevated arousal thresholds, and low-amplitude, high frequency (8- to 30-hertz) EEG activity in the forebrain (Hobson et al., 1968). In contrast, the diurnal bullfrog (Rana catesbeiana) did not show any sleep-like states (Hobson, 1967). Although its levels of activity varied in a circadian pattern, the animals were more responsive during periods of inactivity. Thus, in such periods, the bullfrog maintained a state of resting vigilance (Hobson, 1967). The authors concluded that although these amphibian species are highly vulnerable to predation, they have survived mainly because they can maintain a state of resting without loss of vigilance (Hobson, 1967). Rest/sleep-like states associated with low EEG frequencies (5 to 7 hertz) coupled with reduced amplitude have been observed in toads (Bufo boreas) (Huntley et al., 1969). Similar rest/sleep-like states associated with low frequencies (<2 hertz) along with spike-like EEG activity have also been observed in the European frog (Rana temporaria). Spectral analysis of the EEG performed in the salamander (Ambystoma tigrinum) revealed two distinct patterns of EEG: the quiet, resting state associated with greater power density in the lower-frequency EEG and the alert, active state associated with greater power density in the higher frequencies (Lucas, Sterman, & McGinty, 1969). However, no sleep-like state was reported. Based on these few studies, it appears that some amphibians do show a sleep-like state, although REM sleep is absent in these vertebrates.

**REM sleep in reptiles**

Fossil studies suggest that reptiles evolved from their amphibian ancestors in the early Carboniferous period, about 340 million years ago. Reptiles surpassed amphibians as the dominant vertebrates on land. There are more than 7000 species of living reptiles, all of which belong to one of four main groups: turtles and tortoises (order Testudines/Chelonia); lizards, worm lizards, and snakes (order Squamata); crocodiles (order Crocodilia); and the lizard-like tuatara (order Rhynchocephalia).

Rest–activity cycles have been studied in various species in the orders Chelonia, Squamata, and Crocodilia, and all studied species showed NREM sleep-like
states that satisfied Flanigan–Tobler criteria. The quiescent NREM state in Chelonia— including red-footed tortoise (Geochelone carbonaria), box turtle (Terrapene carolina carolina), Texas tortoise (Gopherus berlandieri), and Bolson tortoise (Gopherus flavomarginatus)— was found to be associated with a stereotypic sleep-like posture, increased arousal threshold, compensatory increase in sleep-like state following enforced wakefulness, and telencephalic EEG spikes coupled with sharp waves that disappeared on arousal (Ayala-Guerrero, Calderón, & Pérez, 1988; Ayala-Guerrero, Huitrón-Reséndiz, & Mexican, 1993; Flanigan, 1974; Flanigan et al., 1974; Frank, 1999). Sleep-like states have also been reported in the European pond turtle (Emys orbicularis); however, EEG spikes were absent. Instead, a low-frequency EEG was observed (Frank, 1999; Vasilescu, 1982).

The quiescent NREM sleep–like state similar to that reported in Chelonia and associated with eye closures, increased arousal threshold, and compensatory sleep response to enforced wakefulness has been observed in several reptilian species of the orders Squamata and Crocodilia, including lizards (Ctenosaura pectinata and Iguana iguana) and crocodiles (Caiman sclerops) (Ayala-Guerrero & Huitrón-Reséndiz, 1991; Flanigan, 1973; Flanigan et al., 1973; Warner & Huggins, 1978). Some disagreement exists, however, regarding the type of EEG activity that is present during the NREM sleep–like state. Some authors have reported EEG spikes during NREM sleep in Squamata and Crocodilia (Flanigan, 1973; Flanigan et al., 1973); others have reported an overall decrease in EEG activity (frequency and amplitude) (Ayala-Guerrero & Huitrón-Reséndiz, 1991; Tauber et al., 1968; Warner & Huggins, 1978).

Complete absence of an NREM sleep–like state in some reptilian species—including the tortoise (Testudo denticulate), sea turtle (Caretta caretta), and American alligator (Alligator mississippiensis)— has also been reported (Susic, 1972; Van Twyver, 1973; Walker & Berger, 1973). It is entirely possible that some reptilian species do not have a NREM sleep–like state. Therefore, until further studies can resolve this issue, one must be cautious in drawing conclusions regarding the presence of NREM sleep in reptiles.

A majority of studies did not find any strong evidence of a REM sleep–like state in reptiles, albeit aperiodic saccadic and slow movements of the eyes and/or small movement of the head and mouth not associated with a waking EEG were sometimes observed during reptilian sleep (Flanigan, 1973, 1974; Flanigan et al., 1973, 1974; Frank, 1999; Hartse & Rechtschaffen, 1974, 1982). However, some studies have reported the presence of REM sleep in reptiles.

Tauber and coworkers reported the presence of REM bursts during sleep in the lizard Ctenosaura pectina (Tauber et al., 1968) and the chameleons Chameleo jacksoni and Chameleo melleri (Tauber, Roffwarg, & Weitzman, 1966). Huntley, Friedman, and Cohen (1977; see also Frank, 1999) reported “paradoxical sleep” associated with an
irregular cardiorespiratory output, extremely low motor tone, myoclonic bursts, and periodic episodes of theta (5- to 10-hertz) activity in the EEG. Ayala-Guerrero and coworkers reported an “active sleep-like” state characterized by rapid eye movements as well as slight increases in heart rate and phasic muscle activity in lizards (Iguana iguana, Ctenosaura similis, and Ctenosaura pectinata), the desert tortoise (Gopherus flavomarginalis), and the turtle Gopherus berlandieri (Ayala-Guerrero & Huitrón-Reséndiz, 1991; Ayala-Guerrero & Mexican, 2008a,b; Ayala-Guerrero et al., 1988; Ayala-Guerrero, Huitrón-Reséndiz, & Mexican, 1993, 1994). REM sleep-like states associated with REM sleep, muscle atonia, and EEG activation have also been reported in the turtle Emys orbicular (Vasilescu, 1983; see also Frank, 1999).

Although there are multiple reports of REM sleep, especially in lizards, these reports should be interpreted cautiously, because brief arousals (by monitoring arousal thresholds) have never been adequately distinguished from REM sleep-like states. In several reports, REM sleep-like states preceded eye opening and wakefulness. Thus it is likely that REM and periodic motor activity in reptiles may represent a preparatory state that normally precedes arousal. Consequently, periods of wake-like EEG during sleep could represent wakefulness and not REM sleep. Finally, Siegel and coworkers recorded discharge activity of brainstem neurons in box turtles (Terrapene carolina). There was a marked reduction in brainstem neuronal activity immediately on cessation of waking activity, which was further reduced during extended periods of inactivity. Periodic activation of brainstem neuronal discharge (which would signify the presence of a REM sleep-like state during quiescence) was not present (Eiland, Lyamin, & Seigel, 2001). In summary, it is as yet uncertain whether a REM sleep-like state is present in reptiles.

**REM sleep in birds**

Birds (class Aves) are bipedal, endothermic (warm-blooded), egg-laying vertebrates. They are particularly interesting for sleep research because both REM sleep state and NREM sleep state are present in them. It is interesting to note that birds and mammals evolved from the same common ancestor, the reptiles. However, unlike the reptiles, which do not have REM sleep-like states, both mammals and birds do have REM sleep, suggesting that this state evolved after the segregation of avian and mammalian lines from their reptilian ancestors (see also Chapter 6 in this volume).

The majority of sleep studies in birds have been performed in pigeons (Newman, Paletz, Rattenborg, et al., 2008; Rattenborg, Obermeyer, Vacha, et al., 2005; Tradaridi, 1966; Van Twyver & Allison, 1972; Walker & Berger, 1972) and chickens (Guntheroth, 1979; Mascetti & Vallortigara, 2001; Mascetti, Rugger, & Vallortigara, 1999; Ookawa, 1972; Ookawa & Gotoh, 1965; Schlehuber, Flaming, Lange, et al.,
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1974; van Luijtelaar, van der Grinten, Blokhuis, et al., 1987). Sleep studies in other bird species are few (Campbell & Tobler, 1984; Roth, Lesku, Amlaner, et al., 2006). A wide variety of avian species exhibit rest states that satisfy the Flanigan–Tobler criteria for the presence of sleep and are strikingly similar to mammalian NREM and REM sleep. Avian NREM sleep is associated with large-amplitude slow-wave activity similar to that in mammals, although some avian species also show the diphasic EEG spikes associated with reptilian sleep (Amlaner, 1994). The REM-like state similar to mammalian REM sleep is also observed in birds. The avian REM sleep is associated with decreased EEG voltage (desynchronized EEG), changes in cardiorespiratory output, increased phasic motor activity, reduced muscle tone, and presence of eye movement (in most species) (Amlaner, 1994; Frank, 1999).

Some major differences exist between avian and mammalian REM sleep. Although muscle tone is reduced during avian REM sleep, the complete motor atonia typical of mammalian REM sleep is rarely observed. Avian REM sleep periods tend to be shorter than those observed in most mammals, and birds spend significantly less time than mammals in REM sleep than mammals. Finally, unlike the case in mammals, in birds there is a complete absence of compensatory increase in sleep following sleep deprivation (Berger & Phillips, 1994; Martinez-Gonzalez, Lesku, & Rattenborg, 2008). However, sleep deprivation does produce an increase in EEG slow-wave activity (0.78 to 2.34 hertz) during NREM sleep along with the time spent in REM sleep (Martinez-Gonzalez et al., 2008). This implicates similar homeostatic mechanisms involved in the control of REM sleep in birds and mammals. Thus it appears that birds do exhibit a REM sleep state that is very similar to that in mammals.

REM sleep in mammals

Mammals are believed to have evolved from mammal-like reptiles called therapsids, which appeared more than 200 million years ago. There are more than 4500 species of mammal. Whereas majority of mammals live on land, there are some that permanently live in water (aquatic mammals) and some that can fly. Mammals are divided into three groups. The monotremes are egg-laying mammals and consist of just three species: the duck-billed platypus and two species of echidnas, or spiny anteaters. The marsupials are pouch-bearing mammalian species. There are more than 200 marsupial species, including kangaroos, koalas, and opossums. The placental include about 4300 species. Within the placental group, one group of aquatic mammals, including whales and dolphins, are grouped together in the order Cetacea.

Many species from all three groups have been studied to ascertain the presence of sleep and REM sleep, and both NREM and REM sleep have been observed in
all marsupials and almost all placental species except cetaceans studied to date. There is some controversy regarding REM sleep in monotremes.

REM sleep in mammals has been extensively reviewed by Zepelin (Zepelin, 1994, 2000; Zepelin & Rechtschaffen, 1974); the interested reader is referred to these reviews. Here we review REM-like sleep in primitive mammals in detail and highlight some unresolved issues.

**REM sleep in monotremes**

The monotremes diverged from placental and marsupial mammals approximately 130 million years ago. Monotremes have changed relatively little since their initial divergence from other mammals and are thought to be closer representatives of the therapsid reptile ancestors than any other extant mammal (Frank, 1999). The monotremes have many typical characteristics of mammals, including the single bone in the lower jaw seen in primitive mammals, three middle ear bones, high metabolic rates, hair, and the production of milk to nourish the young. However, they are very primitive because, like reptiles and birds, they lay eggs rather than having live births. The three extant monotreme species are the short-beaked and long beaked echidnas (*Tachyglossus aculeatus* and *Zaglossus brujini*) and the duck-billed platypus (*Ornithorhynchus anatinus*). The monotremes, therefore, offer a unique glimpse into the evolution of mammalian REM sleep (Frank, 1999; Siegel, 1995, 2008).

Sleep has been studied in two monotremes, the echidna, *Tachyglossus aculeatus*, and the more ancient, amphibious duck-billed platypus, *Ornithorhynchus anatinus* (Allison, Van Twyver, & Goff, 1972; Nicol, Andersen, Phillips, et al., 2000; Siegel, Manger, Nienhuis, et al., 1996, 1999). We begin by reviewing sleep in the duck-billed platypus, followed by a review of sleep in the echidna.

Siegel et al. (1999) conducted the first and only sleep study in the platypus *Ornithorhynchus anatinus*. This platypus displayed a REM sleep–like state that occupied more than 60% of total sleep time and was characterized by the presence of muscle atonia concomitant with REM, muscle twitching, and a heightened arousal threshold. However, the EEG showed moderate or high voltage, similar to NREM sleep in adult mammals. Based on these findings, the authors concluded that REM sleep may have evolved in premammalian reptiles but that the low-voltage EEG is a recently evolved characteristic of REM sleep.

The duck-billed platypus showed an abundance of REM sleep, but there is some controversy regarding the presence of REM sleep in the echidna (*Tachyglossus aculeatus*). The first study conducted by Allison et al. (1972) reported that the echidna had NREM sleep characterized by a high-voltage EEG but that the classic signature of REM sleep, desynchronized EEG, was absent. Although presumptive REM
sleep–like states were sometimes noted, these episodes were not associated with heightened arousal thresholds. There were no rapid eye movements, nor was there evidence of phasic motor activation during sleep (Allison et al., 1972). Therefore Allison et al. suggested that REM sleep was absent in monotremes. Subsequently, Siegel et al. (1996) conducted sleep studies in the echidna (*Tachyglossus aculeatus*) and found similar results. However, Siegel et al. found that the active periods preceded the quiescent periods, as in the REM or paradoxical sleep–like episodes observed by Allison et al., and not the NREM sleep period. Furthermore, Seigel et al. also recorded brainstem neuronal activity in the echidna and reported that this activity in the echidna was higher than the neuronal activity observed during NREM sleep in mammals but lower than neuronal activity observed during mammalian REM sleep. Based on these findings, the authors concluded that the echidna does not have REM sleep and instead exhibits a sleep state intermediate between REM and NREM sleep. According to these authors, echidna sleep represents a primordial mammalian sleep state, preserved in monotremes, that segregated into the distinct states of REM and NREM sleep during the course of mammalian evolution (Siegel, 1995; Siegel, et al., 1996).

Nicol et al. (2000), who repeated sleep recordings of echidna at an ambient temperature of 25°C, reported a REM sleep–like state characterized by a desynchronized EEG with low voltage, a reduced tonic electromyogram, rapid eye movements, and intermittent, occasional muscle twitches. In most cases, REM sleep–like episodes were preceded by NREM sleep and followed by wakefulness. The REM sleep–like state constituted 15.5% of total sleep. Changes in ambient temperature and age affected REM sleep. The authors concluded that “Manifestations of REMS in the phylogenetically ancient echidna are similar to those in all investigated mammalian and avian species” (Nicol et al., 2000, p. 52).

**REM sleep in primitive marsupial and placental mammals**

The presence of a REM sleep–like state has been observed in many marsupials and in placental mammals. The marsupial opossum (*Didelphis marsupialis*) displays a REM-like state that is characterized by the presence of a desynchronized EEG, reduced muscle tone, phasic motor activation, and elevated arousal thresholds. The opossum spends approximately 18 hours of the day sleeping, of which 5 hours (about 30% of sleep time) is spent in REM sleep (Allison & Van Twyver, 1970; Zepelin, 1994). The presence of REM sleep–like states has also been reported in the primitive placental mammal armadillo (*Dasypus novemcinctus, Chaetophractus villosus*) (Affanni, Cervino, & Marcos, 2001; Prudom & Klemm, 1973). Prudom and Kelm reported that the armadillo (*Dasypus novemcinctus*) spends approximately 8.9% to 21.5% of its sleep time in REM sleep, characterized by the
presence of a desynchronized EEG and muscle atonia. However, this REM sleep–like state constituted only about 7.5% of the armadillo’s total sleep time. Affanni et al. (2001) reported that the REM-like state in the armadillo (*Chaetophractus villosus*) is characterized by the presence of a desynchronized EEG, REMs, muscle atonia, irregular respiration, muscle twitches, and movements of the vibrissae and that this animal spends approximately 22% of its total sleep time in REM sleep. In addition, Affanni et al. did not observe penile erections during REM sleep in the armadillo (*Chaetophractus villosus*); instead, penile erections were observed during NREM sleep. In humans and rats, penile erections are typically observed during REM sleep (Hirshkowitz & Schmidt, 2005; Schmidt, Valatx, Schmidt, et al., 1994).

The hedgehog (*Erinaceus europaeus*) also displays a REM sleep–like state characterized by a desynchronized EEG, absence of muscle tone, muscle twitches, REMs, and an increased threshold to arousal (Frank, 1999; Monnier, 1980). The hedgehog spends more than 25% of its sleep time in REM sleep (Zepelin, 1989). Similar REM sleep–like states have also been reported in moles (*Scalopus aquaticus* and *Condylura cristata*) and shrews (*Suncus murinus, Blarina brevicauda, and Cryptotis parva*) (Allison & Van Twyver, 1970; Allison, Gerber, Breedlove, et al., 1977). The shrews spent approximately 18% and the moles approximately 25% of their sleep time in REM sleep.

**REM sleep in marine mammals**

Marine mammals are a diverse group of roughly 120 species of mammal that are primarily ocean-dwelling or depend on the ocean for food. They include the cetaceans (whales, dolphins, and porpoises), the sirenians (manatees and dugongs), the pinnipeds (true seals, eared seals, and walruses), and several otters (the sea otter and marine otter). The polar bear is also usually grouped with the marine mammals.

Behavioral observations in the early 1960s indicated that the cetaceans exhibit unilateral eye closure during periods of rest (Hediger, 1969; Lilly, 1964; McCormick, 1969; Shurley, Serafetinides, & Brooks, 1969). Subsequent studies revealed that pilot whales (*Globicephala scammoni*), harbor porpoises (*Phocoena phocoena*), bottlenose dolphins (*Tursiops truncates*), and Amazon dolphins (*Inia geoffrensis*) have a unique pattern of unihemispheric sleep. While one hemisphere displays the slow-wave EEG activity characteristic of NREM sleep, the other displays the low-voltage, high-frequency EEG characteristics of wakefulness (Mukhametov, 1987; Mukhametov, Supin, & Polyakova, 1977; Serafetinides, Shurley, & Brooks, 1972). These animals never show any high-voltage waves bilaterally (Siegel, 2008). This unique unihemispheric sleep allows the marine mammals to swim continuously even when asleep (Mukhametov, 1987; Mukhametov et al., 1977; Serafetinides et al., 1972). Visual observations of resting behavior have revealed signs of phasic motor activation,
including body jerks, occasionally twitches, and eye movements resembling those of REM sleep in bottlenose dolphins (*Tursiops truncates*), Amazon dolphins (*Inia geoffrensis*), beluga whales (*Delphinapterus leucas*), and gray whale (*Eschrichtius robustus*) (Lyamin, Manger, Mukhametov, et al., 2000; Lyamin, Shpak, Nazarenko, et al., 2002; Mukhametov & Lyamin, 1994; Oleksenko, Chetyrbok, Polyakova, et al., 1994). Although one report suggests that pilot whales (*Globicephala scammoni*) display a small amount of REM sleep (one 6-minute episode in 3 days) characterized by a marked loss of trunk muscle tone and nonconjugate eye movement (Serafetinides et al., 1972; see also Lyamin et al., 2002), subsequent polygraphic studies in dolphins did not find any EEG features of REM sleep, suggesting that these marine mammals may not display a REM sleep–like state (Mukhametov, 1987; Mukhametov et al., 1977).

One study that conducted unihemispheric sleep deprivation in bottlenose dolphins produced mixed results, with little or no relation between the quantity of slow waves lost in each hemisphere and the quantity of slow waves recovered when the animals were subsequently left undisturbed (Oleksenko, 1992). In another study, it was shown that dolphins were able to maintain continuous vigilance with no decline in accuracy and high levels of target detection for 5 days. At the end of this period, there were no signs of sleep rebound, and the dolphins were able to perform without any detectable decrease in activity or evidence of inattention, although response time was significantly slower during the night (Ridgway, Carder, Finneran, et al., 2006).

Based on the studies described here, it appears that the cetaceans have either no or little REM sleep, even though the cetacean brain has retained the features of primitive placental species like the hedgehog and has neocortical development that is comparable to that of the primate brain (Frank, 1999).

The fur seal, sea lion, and manatee are the other marine mammals that have been studied with respect to sleep–wakefulness. The Amazonian manatee (*Trichechus inunguis*) is an aquatic mammal belonging to the order Sirenia. The Amazonian manatee also displayed interhemispheric asynchrony of EEG slow-wave activity. Although REM sleep was present, it occupied only about 3% of total sleep time (Mukhametov, Lyamin, Chetyrbok, et al., 1992). In contrast, the fur seal, which belongs to the order Otariidae, has displayed a unique pattern of sleep. When fur seals (*Callorhinus ursinus*) are on land, they generally displayed sleep patterns resembling those of most terrestrial mammals, including eyes closure, increased arousal threshold, bilateral synchronized EEG, and NREM–REM cycles (Siegel, 2008). However, in the water, fur seals displayed unihemispheric EEG synchronization with a profound reduction in the amount of time spent in REM sleep. Even after several weeks in the water, there was no REM rebound when the fur seal returned to land.
Reduced or complete absence of REM sleep in almost all marine mammals studied to date, especially when they are in water, may be related to the constraints of the aquatic environment in which these air-breathing mammals live. Complete muscle atonia and irregularities in the cardiovascular and respiratory output typically observed in terrestrial mammals may interfere with surfacing, which is necessary for respiration in this species (Frank, 1999).

**What does this mean?**

There is no evidence suggesting that REM sleep is present in invertebrates. Within the vertebrates, there is no evidence supporting the presence of REM sleep in fishes or amphibians. There is some evidence, albeit weak, suggesting the presence of REM sleep in reptiles. However, further detailed studies are necessary before we can conclude with any confidence that REM sleep is present in reptiles.

REM sleep is definitely found only in birds and mammals. However, major differences exist between avian and mammalian REM sleep. Birds display briefer REM bouts, and the total amount of time spent in REM sleep is much less than that in mammals. Birds do not display REM sleep rebound following sleep curtailment, suggesting a lack of REM homeostasis in birds. In contrast to mammals, birds do not display total muscle atonia during REM sleep, although muscle tone is greatly reduced. Sleep deprivation does not elicit rebound increases in avian REM sleep, suggesting that the birds lack homeostatic control of REM sleep.

There is convincing evidence of the existence of REM sleep in most or all mammals studied to date. However, detailed, systematic studies of mammalian REM sleep have been conducted mainly in laboratory environments and in domesticated/laboratory species including rats, mice, cats, dogs, and monkeys (Lesku, Roth, Amlaner, et al., 2006; Siegel, 2008). In fact, the definition of REM sleep as we know it today has been based on sleep studies conducted in these laboratory species. REM sleep in most other mammalian species has been identified purely on the basis of behavioral observations. Most of these studies have been performed when the animal has been in captivity. In contrast to the animals in the naturalistic environments, the animals in captivity do not have to struggle for food, and there are no threats from predators (Siegel, 2008). Does this easy lifestyle in a captive environment affect their REM sleep? For example, wild brown-throated three-toed sloths (*Bradypus variegatus*) in captivity spent approximately 70% of their time in sleep. In contrast, in the wild, the sloths spent approximately 40% of their time in sleep (de Moura Filho, Huggins, & Lines, 1983; Rattenborg, Voirin, Vyssotski, et al., 2008). Similarly, giraffes and elephants in captivity (in zoos) spend approximately 5 hours in sleep (Tobler, 1992; Tobler & Schwierin, 1996). These animals migrate for large distances over periods of weeks in the wild (Siegel, 2008). Do they spend
the same amount of time in REM sleep (as observed in captivity) during periods of migration? Do they adapt to the environment and alter their REM sleep pattern? Indeed, the marine mammals adapt to reduce the amount of time spent in REM sleep when they are in water, and they do not display any REM sleep rebound. Beyond these definite expression of REM sleep in terrestrial mammals, there are clearly many questions needing further study concerning its evolution.
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Toward an understanding of the function of sleep: New insights from mouse genetics

VALTER TUCCI AND PATRICK M. NOLAN

Whether all species sleep or meet the common definition of sleep has recently been questioned (Siegel, 2008). In the majority of species that do sleep, however, the evolutionary conservation of DNA elements regulating sleep and its features highlights the physiological importance of this behavior. From an “adaptation” point of view, we would like to think of sleep as solving a problem, just as we do for traits such as eating, drinking, and so on. In such a perspective, the perpetuation of particular sleep genes would have occurred through improved fitness of the individuals with those genes. Clear scientific evidence on this matter, however, is still missing. Historically, the science of sleep has evolved from a key technological innovation: the development of electrophysiological instruments that allow the recording of changes in electrical activity in brain and muscles. Such a phenomenological approach has been successful in providing a practical framework for understanding “how” we sleep, but it has not contributed to solving the question of “why” we sleep.

The year 1953 was an important year for two important research fields: sleep and genetics. The discovery of rapid-eye-movement (REM) sleep at the University of Chicago, announced in Science (Aserinsky & Kleitman, 1953), laid the foundation for modern research on sleep. That same year, from the Cavendish laboratory in Cambridge, UK, Crick and Watson sent their proposal of a structural model of DNA to Nature (Watson & Crick, 1953b). The discovery of the double helical structure of DNA had a major impact in biology (Watson & Crick, 1953a), but it was many years before sleep scientists began to appreciate it fully, probably because they were fascinated by the revolutionary notion that now sleep could be dissected.

Today the complete DNA sequences of many organisms, including human and mouse, have been determined, but the function of many genes remains unknown. This gap has raised a lot of interest within the scientific community, because many
phenotypic traits are searching for a genotype. However, the phenotype problem appears to be more complicated than initially suspected. Indeed, “the” one gene, one disease approach can no longer be supported by modern concepts of genetics in all its complexity. Evidence does exist that genetics is involved in normal sleep function. For example, some of the classic sleep disorders have been associated with single gene mutations (see Kimura & Winkelmann, 2007, for an overview), and several studies have identified genomic regions that contain allelic variations affecting quantitative sleep phenotypes (Tafti, 2007; Tafti, Maret, & Dauvilliers, 2005), commonly referred to as quantitative trait loci (QTLs). It is evident that the study of the genetics of sleep, focusing the analysis at the molecular level, has the potential to refine our understanding of the processes underlying this phenomenon. In evolutionary terms, this will shift the investigation to the “why” question, asking “why did sleep come about?”

To advance rapidly and successfully, sleep genetics needs the support of an appropriate animal model, such as the mouse. The mouse is a pre-eminent model in both the mapping of mammalian genes and determining the function of these genes (functional genomics). This species, among others, is widely recognized as an ideal laboratory model for studying and comparing gene function in animals and humans. Mice are small and are prolific breeders; for this reason, they are much appreciated by geneticists. A female has 5 to 10 litters per year, giving birth to over 100 mice during this time. Mice share many genes with humans, and they also share a number of behaviors that make them a suitable model for studying aspects of human sleep. For example, mice and humans have similar sleep architectures. Indeed, wakefulness, non-rapid-eye movement (NREM), and rapid-eye-movement (REM) states in mice have been widely documented (Figure 10.1). However, mice are nocturnal animals; they sleep during the light phase of the day, and when sleeping, move close to one another for warmth (Figure 10.2). In the early 1970s, Valatx, Bugat, and Jouvet (1972) and Friedmann (1974) proposed that differences in sleep parameters among inbred strains of mice could provide evidence for the genetic basis of sleep. These pioneering experiments initiated the scientific study of sleep in mice.

To date, sleep genetics has collected a vast body of data; however, for the purpose of this chapter, we begin with a brief overview of the actual methods for studying sleep in mice. We then focus on four major areas where the exploitation of mouse models promises to contribute significantly to elucidating the problem of sleep function. First, we describe how it became evident that genetic determinants affect sleep architecture in mice, contributing to the increased use of mice for the genetic investigation of sleep. Second, we discuss the problem of dealing with the increasing quantity of data generated in gene expression profiling experiments carried out on the traits of sleep and wakefulness. The next section focuses on the
relation between circadian mechanisms and sleep, in particular looking at the role of circadian genes in sleep homeostasis. In the last part of this chapter, we comment on the imprinting hypothesis of sleep. An increasing body of evidence points to the hypothesis that genomic imprinting has a key role to play in the regulation/evolution of sleep. A deeper understanding of the relation between imprinted
genes and sleep has the potential to revolutionize our understanding of sleep and sleep disorders, opening up new theoretical and clinical perspectives.

**Methods and technologies in mouse sleep research**

There are at least two sets of methods to assess sleep in mice: those based on the monitoring of electrophysiological parameters and those based on the assessment of activity across several days. Standard protocols for the first method involve the continuous recording of EEG and EMG signals; for the second method, any device that can detect variations in activity in the cage can be used (e.g., videos, infrared detectors, etc.).

**Electrophysiology in mice**

Common protocols to assess sleep in mice, based on EEG and EMG signals, always involve surgery for the implantation of electrodes, followed by a period of recovery. A 2-week postsurgery period of recovery is generally recommended to ensure that the mice have recovered completely and their sleep architecture is fully restored. Indeed, REM sleep is sensitive to prior stress (Sanford, Yang, & Tang, 2003). Conventional systems utilize a cable-recording apparatus, whereas new wireless monitoring systems (telemetry) consist of implantable transmitters that measure physiological parameters and transmit them to a receiver under the home cage. An obvious advantage in using telemetry in mice is that animals are allowed to move freely, with no restrictions from a cable attached to the scalp. Thus telemetry is potentially less stressful for the animal and mice are generally tolerant and adaptable to the implantation of a transmitter (Tang & Sanford, 2002).

Several studies to date (Tang & Sanford, 2002; Sanford et al., 2003) have assessed sleep in mice using telemetric systems. Telemetric recordings of EEG in inbred mouse strains are similar to those of cable recordings systems (Tang & Sanford, 2002). Polysomnography – a quantitative tool of EEG and EMG signals, which has proven to be a standard method to monitor the heterogeneity of sleep (distinguishing sleep states such as NREM versus REM) in humans – has been successfully applied in mice.

**High-throughput sleep phenotyping in the postgenomic era**

We are now entering an era of genomic exploration. There are currently several large-scale projects to create collections of mutant and knockout mice. All of these projects will be producing extensive archives of mouse lines held as ES cells, frozen sperm, or embryos, which will be available for use by the wider scientific community. However, the next step, which will add immense value to these collections, will be the determination of the phenotype of each of these
models. Thus, comprehensive phenotyping of thousands of mutant mouse strains will involve a great effort for many laboratories across the world. For the process of sleep phenotyping to be feasible for large cohorts of mice, the process will have to utilize high-throughput technical methodologies. Automated high-throughput sleep phenotyping within home cage environments will be the key for the success of any screening effort. Current EEG and EMG methods, which are generally time-consuming, are not suitable for large-scale projects such as those using chemical mutagenesis (e.g., see Nolan, Peters, Strivens, et al., 2000).

A recent attempt to resolve this issue has been the development of a new high-throughput technique that estimates sleep and wakefulness in mice based on their lack of activity bouts over 24 hours (Pack, Galante, Maislin, et al., 2007). These authors have based their screen on the principle that the longer a mouse is inactive, the more likely it is to be sleeping (Pack et al., 2007). By using a 40-second minimum threshold duration of inactivity for scoring a sleep episode, they obtained an 88% to 94% agreement with EEG/EMG sleep/wakefulness scoring in the C57BL/6J inbred strain (Pack et al., 2007). This method is very promising, in particular if it is included in a hierarchical screening program, where it can be used as a primary screen for selecting a small cohort of mice to undergo EEG/EMG analysis at a second stage. Similar approaches have the potential to add economies of scale, enhance automated data capture and analysis, increase throughput, and reduce confounding experimental factors induced by surgical implants.

**Genetic variation determines the architecture of sleep**

The recording of electrical signals from the cortex is a classic method of monitoring the activity of the central nervous system (CNS). Sleep and sleep states are characterized by various changes in oscillatory activity across different frequencies and brain regions, reinforcing the idea that “sleep is about the brain” (Hobson, 2005). Genetics accounts for the phenomenological architecture of sleep in both humans (Linkowski et al., 1991) and mice (Franken, Malafosse, & Tafti, 1998, 1999; Tafti, Franken, Kitahama, et al., 1997). Briefly, during wakefulness, the EEG displays typical activity characterized by high frequencies and low amplitude. For example, in a cognitive effort, as during an attentional task, the EEG signal varies between 20 and 40 hertz (gamma waves). During quiet wakefulness (with eyes closed), the range decreases to 8 to 13 hertz (alpha waves). As sleep begins, the EEG frequencies drop dramatically and the amplitude increases. Slow-wave sleep (SWS) is characterized by 1 to 4 hertz (delta waves), classic rhythmic activity, during which it is possible to observe brief oscillations between 11 and 15 hertz (called spindles). During the course of sleep, a strange event occurs in that the EEG may increase up to 12 hertz (theta waves) and the amplitude decreases.
What distinguishes this electrical state from activity in wakefulness is a transient state of paralysis in the major voluntary musculature. This state is called REM sleep because of the characteristic rapid eye movements (REMs) that signal entry into it. In 1997, the first QTL involved in the expression of REM sleep was reported (Tafti et al., 1997) using a small set of recombinant inbred lines (BALB/cBy x C57BL/6By). This first attempt identified a series of loci on chromosomes 5, 7, 12, and 17 (Tafti et al., 1997) associated with the vigilance phenotype in mice. In a following study by the same group (Tafti, Chollet, Valatx, et al., 1999), the role for a particular QTL on chromosome 5 in the vigilance states was discussed. Franken, Malafosse, and Tafti (1998) presented also a study aimed at characterizing differences in EEG parameters in inbred mouse strains. This was a pivotal study highlighting the advantages of using multiple inbred mouse strains to study the effects of genetic background on phenotypic traits. These authors reported a number of differences between sleep states but also significant genotype-specific variations. Their results not only provided evidence that EEG parameters are under genetic control but also confirmed that the mouse has come to the fore as a model organism in sleep science and that the systematic characterization of new mouse mutant models for sleep abnormalities promises to reveal the genetic mechanisms of sleep itself.

In their study, Franken and colleagues (1998) observed a series of genotype-dependent differences within the theta and delta range of frequencies across a series of inbred mouse strains (AKR/J, BALB/cByJ, C57BL/6J, and DBA/2J). These two sleep EEG waves are associated with different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from distinct areas. Theta waves are observed mainly in limbic structures, and are thought to be generated from different brain structures and receive excitatory input from different brain areas. When the excitatory input decreases, the firing pattern in the thalamocortical neurons becomes rhythmic, and this generates the characteristic SWS EEG pattern.

In the sleeping mouse, significant strain-dependent differences in theta frequency during REM state have been observed (Franken et al., 1998). The authors reasoned that because they did not observe differences in theta waves during wakefulness, the phenotypic differences observed in REM sleep must be related to genotype-specific changes in brainstem activity. Indeed, there is a reduction in the processing of information from external sources during REM sleep. Delta waves
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also varied with the genotype of the mice. One strain (DBA/2J), which showed low SWS, also displayed low delta and high sigma power. Conversely, two other strains (BALB/cByJ and AKR/J) with a high amount of sleep time presented high delta and low sigma power (Franken et al., 1998). Delta power is the sleep parameter that most consistently reflects the duration of the preceding period of wakefulness. For this reason it is generally considered an accurate marker of sleep homeostasis and provides a measure of SWS need. Indeed, periods of sleep deprivation are followed by rebound increases in SWS and delta power. In mice, it has been shown that changes in delta power that respond to prior sleep deprivation are mathematically predictable (Franken, Chollet, & Tafti, 2001; Huber, Deboer, & Tobler, 2000). From the study of these variations in inbred mouse strains, however, it appears that only the rate of increase of delta power in the absence of SWS varies between genotype, and not the exponential decrease of SWS need (Franken et al., 2001). By screening sleep parameters in inbred mouse strains and using single-nucleotide polymorphism (SNP) genetic maps, it was possible to speculate that the presence of allelic variations may account for basic aspects of sleep regulation (recently estimated to account for between 40% and 60% of the overall sleep variance) (Tafti, 2007). For example, the mechanisms that regulate the amount of sleep were associated with candidate loci lying on chromosomes 4, 5, 9, and 15, whereas particular aspects of REM sleep were associated with loci on chromosomes 1, 17, and 19 (see Tafti, 2007, for an overview). Moreover, a significant QTL on mouse chromosome 13 (Dps1: delta power in slow-wave sleep 1) has been associated with changes in the delta power trait (Franken et al., 2001).

Gene expression profiling during sleep and wakefulness

It is an illusion to suppose that simple facts have themselves the power to constitute a theory. It is only the inference based upon them that will advance our viewpoints. (Hess, 1965, pp. 3–8)

The use of rodents and increasingly of mice to investigate gene expression changes across wakefulness and sleep states in several tissues, particularly in the brain, is providing new insights into the function of sleep. Pregenome attempts to solve this issue using gene-targeting approaches were able to identify few sleep-related genes (e.g., Wisor, O’Hara, Terao, 2002). The postgenome revolution expanded the study of gene expression to thousands of transcripts. To date, microarray-based approaches have been successful in identifying transcripts that exhibit circadian rhythms (Akhtar, Reddy, Maywood, et al., 2002; Panda, Hogenesch, & Kay, 2002) and/or sleep-dependent variation (Cirelli, Gutierrez, & Tononi, 2004; Cirelli & Tononi, 1998; Mackiewicz, Shockley, Romer, et al., 2007; Terao, Wisor, Peyron, et al., 2006).
Initial sleep–wake studies have observed an interesting differential expression between the two states for immediate early genes, or IEGs (Cirelli, 2002; Cirelli & Tononi, 1998; Pompeiano, Cirelli, & Tononi, 1994). The expression of IEGs tends to increase during wakefulness in most brain regions, and this was predicted to be related to an arousal state need (O’Hara, Ding, Bernat, et al., 2007). The refinement of microarray techniques and the computational advantages offered by bioinformatics over the last few years have led to new and extensive studies that have made it possible to hypothesize about the function of sleep. Mackiewicz, Shockley, Romer, and colleagues (2007) recently carried out an extensive microarray study in mice aimed at identifying changes in gene expression depending on the amount or lack of sleep. The authors assayed transcript levels in two brain tissues, cerebral cortex and hypothalamus. By using the GeneChip Mouse Genome 430 2.0 array (Affimetrix), which covers approximately 39,000 transcripts, they identified 2090 genes in the cerebral cortex and 409 genes in the hypothalamus that show an altered steady-state level during sleep when compared to wakefulness. These changes were defined as sleep-specific. Furthermore, 3988 genes in the cerebral cortex and 823 genes in the hypothalamus varied between sleep and sleep deprivation. To examine this, mice were sleep-deprived for 3, 6, 9, and 12 hours and compared with sleeping mice sacrificed at the same circadian time. An important and interesting conclusion of this study was that sleep is a stage for biosynthesis of a number of macromolecules (Mackiewicz et al., 2007). Indeed, genes of this class, which were defined within the gene ontology database as involved in biosynthesis and transport, were overrepresented among those genes that show an increased expression with sleep. Although significant, a two (or more) fold increase in expression across the sleep–wake cycle (Cirelli, Gutierrez, & Tonini, 2004; Mackiewicz et al., 2007) can be somewhat moderate (less than 50%).

Many authors currently investigating the genetic properties of sleep by microarray analysis reason that the identification of genes that change their expression during sleep has the potential to unravel the mystery of the function of sleep. Gene expression profiling is thought to help in our understanding of at least two key processes: first, the increased expression of genes that promote sleep and, second, the downregulation of genes that restrict the duration of wakefulness (Mackiewicz et al., 2007). However, these microarray data must be interpreted with caution, as a few issues may still be confounding factors within these gene expression studies (for an overview, see Etter & Ramaswami, 2002; O’Hara, Ding, Bernat, et al., 2007; and Verducci, Melfi, Lin, et al., 2006). Also, gene expression data such as those we have described here are often derived from brain tissues (for example, cortex and hypothalamus), which contain a multitude of cell types. Last but not least, gene expression may vary as a function of vigilance state rather than directly causing changes in vigilance state.
Although not high-throughput, in situ hybridization analysis is more thorough in investigating the molecular and cellular correlates of sleep states. Sleep deprivation–related changes in messenger RNA levels throughout the brain, particularly in the cortex, were reported using an in situ hybridization approach (Franken, Thomason, Heller, et al., 2007). For example, Per1 expression in C57BL/6J mice was increased in the brain after a 6-hour sleep deprivation period. The highest levels of expression were observed in the cerebral cortex, particularly around the cingulate cortex. A significant increase, however, was also recorded in the cerebellum. Recently, Tafti’s group in Lausanne were able to refine the Dps1 QTL region on chromosome 13 from 38 to 11 Mb. Among the annotated genes within this mouse region, the Homer1a gene was previously reported to be upregulated after sleep deprivation (Maret, Dorsaz, Gurcel, et al., 2007). These authors have recently generated Homer1a-PABP transgenic mice and subjected them to a sleep deprivation paradigm followed by gene expression profiling analysis. In this study, they have established that Homer1a changes in the brain highly reflect the sleep loss, although at least three other genes (Ptgs2, Jph3, and Nptx2) were also overexpressed after sleep deprivation (Maret et al., 2007). The strong role of the Homer1a gene in sleep homeostasis has also been confirmed by another group analyzing the Dps1 QTL (Mackiewicz, Paigen, Naidoo, et al., 2008). Homer1a has been shown to play a role in intracellular calcium homeostasis and also in synaptic remodeling. Its activation after sleep loss would support the hypothesis that sleep has a role not only in coping with intracellular stressors but also in linking sleep to cognition and cognitive disorders.

**Circadian mechanisms and sleep**

The timing and duration of sleep are presumed to be regulated by the interaction of at least two processes (Borbély, 1982). Process C (circadian) dictates the temporal distribution of many physiological events within the organism, whereas process S (sleep homeostasis) reflects the propensity for sleep that accumulates during wakefulness and decreases during sleep. The main difference between these two processes is that the circadian process is self-sustained, whereas the homeostatic process responds to the amount of prior wakefulness or sleep. The mechanisms underlying these two processes have been widely investigated in rodents. The homeostatic process is often quantified by monitoring the daily distribution of slow-wave activity (delta power), particularly following a sleep deprivation period. Nevertheless, classic sleep deprivation experiments that, as we mentioned before, lead to an immediate increase of delta power in NREM sleep were inconclusive in clarifying the underlying mechanism of this sleep rebound process. This compensatory rebound of delta power has been studied in rodents by using,
for example, a 6- to 24-hour sleep deprivation paradigm (Franken, Tobler, & Borbély, 1993; Laposky, Easton, Dugovic, et al., 2005; Tobler & Borbély, 1990). Sleep need following deprivation varies among inbred strains. For example AKR/J mice show a dramatic increase in delta power after 6 hours of sleep deprivation, whereas DBA/2J mice have a mild response to the same experience (Franken, Chollet, Tafti, et al., 2001).

The investigation of the circadian component of sleep has been more successful. Over the past few decades, mouse genetics has elucidated several important mechanisms at the molecular level of the circadian process. Moreover, novel genetic factors that influence circadian output continue to be identified by using forward genetics approaches in the mouse (Bacon, Ooi, Kerr, et al., 2004; Godinho, Maywood, Shaw, et al., 2007; Hofstetter, Svihla-Jones, & Mayeda, 2007; Hofstetter, Trofatter, Kernek, et al., 2003). To date a small set of genes have been identified that generate and maintain transcriptional and translational autoregulatory mechanisms that keep the length of the sleep/wake cycle (period) entrained with the rotation of the earth. Circadian genes deserve special attention within sleep science today, given recent data that these genes may also play a role in sleep homeostasis. This was a surprise, because the two processes develop independently and can easily be dissociated. Indeed, the long-standing idea that the circadian and homeostatic components underlying sleep are independent has been questioned by the investigation of genetically modified mice. In particular, mouse models have provided evidence for a modulation of circadian genes in homeostatic mechanisms.

The investigation of mouse circadian models has shown pivotal evidence in the determination of a link between some of the core or related clock genes and sleep phenotypes. For example, mutations in Clock, Bmal1, and Cry1/Cry2 have been associated with several sleep abnormalities (Laposky et al., 2005; Naylor, Bergmann, Krauski, et al., 2000; Wisor et al., 2002). Other genes – such as Npas2, Dbp, and Prok2 – appeared also to influence sleep homeostasis (Dudley, Erbel-Sieler, Estill, et al., 2003; Franken, Lopez-Molina, Marcacci, et al., 2000; Hu, Li, Zhang, et al., 2007). Specifically, mice lacking one or more of the above clock genes presented a reduced NREM sleep duration and delta power after sleep deprivation. However, there are cases of circadian mutations with no effects on sleep homeostasis. For example, mice that carry mutations of period genes (Per1/Per2 double mutants) maintained a regular sleep homeostasis even in a prolonged free-running condition (constant darkness), where circadian rhythms of activity are lost (Shiromani, Xu, Winston, et al., 2004). These clock mutations did not affect homeostatic mechanisms even during a sleep deprivation paradigm (Kopp, Albrecht, Zheng, et al., 2002). Although sleep homeostasis remains intact in mice deficient in Per genes, these genes are nevertheless modulated during homeostatic processes. Very recently, a new study investigated the time course of changes in gene expression that follow
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a sleep deprivation period (Franken et al., 2007). The authors used three inbred strains (AKR/J, C57BL/6J, and DBA2/J mice) that they previously characterized for their different homeostatic regulation (Franken et al., 2001). They confirmed that the expression of *Per* increases after sleep deprivation and observed a specific role of the genotype in such a process. Also, the authors reasoned that a prolonged expression of *Per2* may affect recovery sleep in mice (Franken et al., 2007). Another observation that the disruption of a gene can affect both circadian parameters and sleep homeostasis comes from the study of a loss-of-function mutation in *Rab3a* (Kapfhamer, Valladares, Sun, et al., 2002). A shortening of the circadian period in *Rab3a* mutants segregates with an increased amount of NREM sleep (Kapfhamer, et al., 2002).

Taking the issue of the relation between circadian and homeostatic mechanisms from a different point of view, time-course analysis of circadian brain transcripts has revealed that only 391 transcripts remain rhythmic after sleep deprivation (Maret et al., 2007). These data support the thesis that most diurnal changes in transcription are sleep/wake-dependent. In light of these recent studies, the idea that circadian mechanisms are restricted to circadian rhythm behaviors can no longer be supported. However, the molecular and cellular basis of sleep homeostasis remains unexplained.

**Genomic imprinting modulates sleep expression**

“Genomic imprinting” refers to the differential expression of inherited alleles depending on the sex of the parent that transmitted the gene. In many cases, this describes the inheritance of resource-acquisition genes (Constancia, Kelsey, & Reik, 2004). According to the conflict theory (Haig & Westoby, 2006), imprinting genes act in an antagonistic fashion to promote early growth if the gene is paternally derived or to inhibit growth if it is maternally derived. In other words, paternally derived alleles increase the allocation of resources, whereas maternally derived alleles restrain resources by the mother to offspring.

Clinical observations of neurodevelopmental disorders suggest that both NREM and REM sleep may be regulated by separate sets of imprinted genes. McNamara (2004) has pointed out that Prader–Willi syndrome (PWS) and Angelman syndrome (AS), both neurodevelopmental syndromes, exhibit opposing imprinting profiles and opposing sleep phenotypes. He also hypothesized that because sleep is strongly involved in the modulation of growth factors, the outcome of genomic imprinting may extend to the neurobiology of sleep (McNamara, 2004). PWS is associated with maternal additions/paternal deletions of alleles on chromosome 15q11-13 and characterized by temperature control abnormalities and excessive sleepiness. Changes in sleep architecture have also been noted in children and young adults with PWS, most specifically REM sleep abnormalities such as sleep-onset REM
periods, REM fragmentation, intrusion of REM into stage 2 sleep, and short latencies to REM (Hertz, Cataletto, Feinsilver, et al., 1993; Vela-Bueno, Kales, Soldatos, et al., 1984; Vgontzas, Kales, Seip, et al., 1996). Conversely, AS is associated with paternal additions/maternal deletions on chromosome 15q11-13 and is characterized by severe mental retardation and reductions in sleep. These children may sleep as little as 1 to 5 hours a night, with frequent and prolonged night awakenings (Clayton-Smith & Laan, 2003; Zhdanova, Wurtman, & Wagstadd, 1999). Twenty percent of patients who show clinical symptoms of AS have mutations in one or more genes in the region 15q11-13 (Lalande, Minassian, DeLorey, et al., 1999). Within this area there are at least two strong candidate genes: UBE3A and GABRB3.

The loss of expression of UBE3A suggests a possible abnormality in ubiquitin-mediated protein degradation during brain development (Colas, Wagstaff, Fort, et al., 2005). Preliminary work in mice with a Ube3a deletion has shown interesting sleep phenotypes. Ube3a mice are characterized by reduced NREM sleep, deteriorated REM sleep, and an increased frequency of waking during the dark–light transition (Colas et al., 2005). Knockout mice for the β3 subunit of the Gamma-Amino Butyric Acid-A (GABAA) receptor are a good model for AS. Many children affected by this disease inherit the deletion from the mother. A recent study of heterozygous mutants reported that mice inheriting the mutant allele from the mother show an abnormal increase of 7- to 10- hertz theta frequency EEG bursts, specifically associated with the REM EEG spectrum (Liljelund, Handforth, Homanies, et al., 2005).

Recent discoveries that imprinted genes are differentially expressed in brain regions controlling sleep/wake cycles (e.g., hypothalamus) (Kobayashi, Kohda, Miyoshi, et al., 1997) as well as in key nuclei of the major modulatory neurotransmitters such as the locus ceruleus (e.g., Nesp55) (Plagge, Isles, Gordon, et al., 2005) suggest that genes of this class are significant for sleep research. The Gnas locus on chromosome 2 in the mouse was one of the first autosomal regions known to have imprinting properties (Peters & Williamson, 2007). Within this imprinting region is a mouse QTL associated with increased SWS delta power (Franken et al., 2001). This region is homologous to human chromosome 20q13.2, which contains, among others, a gene that mediates a low-voltage EEG trait (Anokhin, Steinlein, Fischer, et al., 1992) and at least two genes that regulate adenosine levels, known for mediating EEG during SWS (Benington & Heller, 1995; Porkka-Heiskanen, Strecker, & McCarley, 2000). Moreover, the paternally expressed transcript Gnasxl is expressed in specific brain areas including the locus ceruleus and cholinergic laterodorsal tegmental nucleus. The activity of neurons in the cholinergic laterodorsal tegmental nucleus is particularly important in the mechanisms underlying REM sleep (Berridge, 2007; Berridge, Isaac, & España, 2003). Mice with mutations in paternally derived Gnasxl transcripts show phenotypic deficits that
are compatible with the parental conflict hypothesis of imprinting, although they cannot be aged to study consequences on sleep parameters (Plagge, Gordon, Dean, et al., 2004).

In addition to growth and development, there is evidence to support a conflict model with regard to sleep phenotype wherein NREM expression is aligned with matriline genes and REM expression is aligned with patriline genes (Table 10.1). For example, serotonin (5-HT) and GABA play critical roles in sleep. Interestingly, maternally expressed 5HT2A receptors mediate aminergic inhibition of REM-on cells in the parabrachialis lateralis region, but paternally expressed GABA B receptors may mediate inhibition of these aminergic inhibitory effects on REM, thus facilitating REM expression (Amici, Sanford, Kearney, et al., 2004). Also, a recent study of the role of 5HT2A receptors in sleep suggests that these receptors modulate NREM sleep (Morairty, Hedley, Flores, et al., 2008).

Additional evidence supporting the conflict model of sleep can be derived from the results of a recent study conducted by Kozlov, Bogenpohl, Howell, and colleagues (2007). These authors generated mice deficient in Magel2, a circadian output gene (Panda, Antoch, Miller, et al., 2002), which maps to an imprinted genomic area. The human ortholog, MAGEL2, is located on chromosome 15 in the Prader–Willi/Angelman region q11-13. MAGEL2 is highly expressed in the hypothalamus (Panda, et al., 2002) and, together with a few other genes within the same region (e.g., MKRN3, ND, and SNURF-SNRPN), encodes a protein with paternal allele–specific expression. Magel2 mice have been shown to be normally entrained in their light–dark schedule by monitoring wheel-running activity (Kozlov et al., 2007). However, their overall activity on wheels was reduced at night and increased during the day as compared to their wild-type controls. Such an abnormal pattern of activity is congruent, in humans, with sleep disorders characterized by intrusions of sleep episodes during wakefulness and awakenings during sleep. Because activity in mice has a strong correlation with EEG sleep (Pack et al., 2007) we may speculate that the reduced activity observed in Magel2 mice may be the expression of a sleep abnormality. This idea is also supported by an additional phenotype detected in Magel2-deficient mice: the reduction of orexin A and B levels in the hypothalamus. Orexin neuropeptide is known to have a crucial role in narcolepsy, a classic sleep disorder (Nishino, 2007) characterized by severe, irresistible sleepiness during the activity phase of the sleep/wake cycle and the presence of abnormal sleep episodes during this phase, with a deteriorated REM sleep pattern.

Outlook

Sleep regulatory processes have been proposed in sleep research to account for the distribution of wakefulness, NREM, and REM sleep states over
24 hours. Some of these, such as the two-process model (see above), were initially proposed in a qualitative version (Borbély, 1982) and only subsequently corroborated quantitatively (Daan, Beersma, & Borbély, 1984). For example, EEG data were very instrumental in feeding mathematical models of the C and S processes. Although, in the case of the two-process model, the delta power index can model the time course of sleep and to some extent the regulation of NREM sleep, it entirely ignores REM sleep. Conversely, REM regulation can be explained by the reciprocal interaction model of REM regulation proposed by McCarley and Hobson (1975). In this model, REM is predicted by the differential activity of two sets of cells: RemOn cells and RemOff cells, associated with the laterodorsal tegmental (LDT)/pedunculopontine (PPT) nuclei and dorsal raphe (DR)/locus ceruleus (LC) areas, respectively. Briefly, RemOn cells generate REM sleep while RemOff cells account for its inhibition. So far, several key genetic processes account for sleep regulation, but none has yet been used to model sleep/wake and/or NREM/REM cycling. However, genetic evidence seems to favor the idea that while process C can be described by the autoregulatory mechanisms of clock genes, process S (sleep homeostasis) and the REM on/off mechanism could follow an epigenetic maternally/paternally derived gene regulation pattern. The application of sleep genetics studies in the mouse brings the promise of a better understanding of several other basic and clinical aspects of sleep. For example, there is a need in sleep research to start characterizing the sleep profile of genetically altered mice, such as those that carry mutations affecting synaptic plasticity or more general CNS function. For example, sleep disturbances are very common in extrapyramidal diseases, and studies in mice have shown sleep problems associated with motor deficits (Daan et al., 1984). For this reason mouse studies can help to determine the relation between sleep and motor learning in mice. It has been shown in humans that sleep triggers overnight learning, particularly using a finger-tapping task (Walker, Brakefield, Hobson, et al., 2003). This suggests that the sleep-dependent learning process selectively provides maximum benefit to fine-motor-skill procedures. Interestingly, mice hold a complete repertoire of fine motor skills (Tucci, Achilli, Blanco, et al., 2007).

Similarly, it is known that sleep disturbances are common in neurodegenerative diseases. Alzheimer’s disease (AD) patients, for example, constantly report alterations in sleep/wake cycling, which worsen as the disease progresses. These patients present a lengthening of wakefulness associated with a distinctive slowing in the EEG during this state (Prinz, Vitaliano, Vitiello, et al., 1982). Their sleep is characterized by a reduction in the amount of the two main sleep states: NREM sleep (Loewenstein, Weingartner, Gillin, et al., 1982) and REM sleep (Montplaisir, Petit, LorRAIN, et al., 1995) as well as by other clinical EEG features such as increased latency to the first REM episode. Disturbed sleep is also characteristic of
Table 10.1. Imprinting regulation of sleep

<table>
<thead>
<tr>
<th>Matriline/NREM expression</th>
<th>Patriline/REM expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increases total sleep</td>
<td>Reduces total sleep</td>
</tr>
<tr>
<td>Promotes sleep homeostasis</td>
<td>Prolongs wakefulness</td>
</tr>
<tr>
<td>Interferes with REM sleep</td>
<td>Facilitates REM</td>
</tr>
<tr>
<td>Abnormal increase in theta frequency</td>
<td>Paternal expression deficiency (e.g., Magel2 mice) reduces orexin levels</td>
</tr>
</tbody>
</table>

Huntington’s disease (HD) (Bates, Harper, & Jones, 2002). In HD, sleep efficiency deteriorates and patients experience frequent nocturnal awakenings accompanied by EEG abnormalities (Silvestri, Raffaele, De Domenico, et al., 1995). The association between sleep/wake disturbances and HD is supported by clinical evidence of neurodegeneration in the hypothalamus of patients (Kassubek, Juengling, Kioschies, et al., 2004).

The identification of genetic factors associated with many neurodegenerative disorders has contributed to the development of several transgenic mouse models for the human disease states. The information gained from sleep profiling in mouse models for neurodegeneration will help to solve basic questions in sleep and cognitive science and will also improve our understanding of the physiology and genetics of many severe CNS disorders. For example, mouse studies have reported circadian alterations of gene expression within core circadian genes in R6/2 mice, a transgenic model of HD (Morton, Wood, Hastings, et al., 2005). Consequently, this approach, by assessing the impact on sleep of the neurodegenerative pathology of specific mouse transgenic models, may advance our knowledge of human sleep and cognitive disorders. Also, such an approach will shed light on the ongoing debate as to whether sleep has a role in cognitive processes.

In this chapter, we have highlighted the importance of understanding the genetic mechanisms of sleep – for example, by identifying functional genes. Current progress in mouse functional genetics promises to increase the rate of discovery of sleep-related genes. From an evolutionary point of view, mouse studies will provide an interesting platform for new prospects, including studies of positive selection (e.g., over evolutionary transitions in activity period); this can be detected by examining ratios of nonsynonymous and synonymous substitutions.
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Toward an understanding of the function of sleep


Fishing for sleep

I. V. ZHDANOVA

Fish comprise about half of the known vertebrate species. The vast majority of the extant 30,000 currently known species of fish are bony fishes. They occupy diverse habitats in fresh and salty waters of rivers, lakes, seas, and oceans. The dynamic adaptations of fish to these distinctly different environments – including complex reproductive, migratory, and life-cycle adaptations – are truly remarkable. Their adaptive strategies include periods of rest that, in different fish species, can be spent lying quietly on the sea floor, floating, or swimming.

With fishes as with other phylogenetically earlier animals discussed in this book, the decision as to whether they actually sleep or just rest quietly must be based on a combination of behavioral features, electrophysiological patterns of brain activity, and molecular processes that we associate with sleep in mammals. Sleep is thought to be present when the animal is in a species-specific posture of behavioral quiescence and exhibits elevated arousal thresholds as well as rapid reversibility of behavioral quiescence after appropriate stimulation (Campbell & Tobler, 1984). The majority of fish species thus far studied display these behavioral features of sleep accompanied by physiological quietness, including reduced heart rate and respiration (Karmanova, 1975; Karmanova, Churnosov, & Popova, 1976; Karmanova, Titkov, & Popova, 1976; Peyrethon & Dusan-Peyrethon, 1967; Shapiro & Hepburn, 1976; Tobler & Borbély, 1985). Some fish (e.g., blueheads, Spanish hogfish, and several species of wrasses) were reported to exhibit a major increase in arousal threshold during their daily rest to the extent that, at night, they could be lifted by hand to the surface before “waking up” (Taub, 1974). Other fish species show elaborate preparations to entering the rest phase. For example, parrot fish wrap themselves in mucus prior to each rest period to prevent predators from sensing them; then they remain quietly under this safe blanket throughout the night.
Based on their behavioral parameters, it appears that fish can sleep. However, the behavioral signs of sleep or lack of it might be somewhat misleading in fish. Some fish species require constant movement for breathing and, unless other sleep-related parameters are assessed, could be considered complete nonsleepers (Kavanau, 1998). Complex sleep adaptations in aquatic mammals as well as birds, including the phenomenon of unihemispheric sleep that appears to be due to the need for constant swimming/movement, might be conserved in fish. They may also have other adaptive ways to either temporarily circumvent the need for sleep or engage in as yet unknown compensatory mechanisms during prolonged periods of wakefulness.

Fish have obvious anatomical limitations in expressing some electrographic patterns of mammalian sleep, especially those that depend on the presence of neocortex (e.g., generation of slow waves). However, the major neuronal structures and neurotransmitter systems with sleep-specific properties (Figure 11.1a) are contained within the isodendritic core of the brain, extending from the medulla through the brainstem, hypothalamus, and up into the basal forebrain.

The neurochemical architecture of these brain areas – including noradrenergic, serotonergic, cholinergic, histaminergic, and orexigenic neurons and their projections – remains largely conserved in fish (Figure 11.1b to Figure 11.1d). Some of the studies also suggest that there are distinct electrographic patterns during periods of fish rest (Karmanova & Lazarev, 1979; Peyrethon & Dusan-Peyrethon, 1967); this has to be explored further.

The daily rotation of our planet relative to the sun defines near-24-hour (circadian) patterns of activity in fish as in other organisms. Different fish species may adapt to a predominantly diurnal or nocturnal lifestyle (i.e., being consistently more active during the day or at night). Such habitual behavioral patterns can be originally based on food availability or risk of predation, but fish show remarkable flexibility under natural and laboratory conditions (Zhdanova & Reebs, 2006). The choice between day and night activity can also be influenced by competition, ontogeny, and light intensity, inasmuch as these factors affect feeding (Chen, Naruse, & Tabata, 2002; Lague & Reebs, 2000). For example, goldfish, golden shiners, or rainbow trout are diurnal when fed by day but can change the timing of their activity when food becomes more available at night (Aranda, Madrid, & Sanchez-Vazquez, 2001; Chen et al., 2002; Gee, Stephenson, & Wright, 1994; Lague & Reebs, 2000; Sanchez-Vazquez, Aranda, & Madrid, 2001; Spieler, Meier, & Noeske, 1978a, 1978b; Spieler & Noeske, 1981). The Atlantic salmon becomes more nocturnal when water temperatures are low, even when the photoperiod is held constant. This might be because cold fish become more sluggish and thus more vulnerable to attack by predators, so that a nocturnal lifestyle provides relative safety (Fraser, Heggenes, Metcalfe, et al., 1995). The most dramatic changes in rest
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patterns with significantly reduced or absent sleep state may occur during periods of migration. As is apparently the case with migratory birds, conditions consistent with the environment of migration (temperature and photoperiod) may promote continuous activity patterns in otherwise diurnal wrasse (Olla & Studholme, 1978). Interestingly, such changes in behavior were found only in adult wrasse, not in juveniles, which normally do not migrate on their first fall, thus highlighting ontogenetic differences in sleep behavior within the same species.

More recent studies on the characterization of molecular and behavioral correlates of sleep in fish used zebrafish (Danio rerio) as a subject. This is mainly because of the prior and current efficient use of this small teleost in the fields of
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**Figure 11.1.** A schematic sagittal overview of the mammalian (rat) (a) and zebrafish (b to d) brain, showing similarities in structures and neurochemical systems known to be involved in mammalian sleep regulation. (See color Plate 2.) (Overall figure from Zhdanova, 2006, with permission.) Rat: (a) distribution of some key sleep-regulating neuronal populations. (Siegel, 2005.)

The area shaded in gray is both necessary and sufficient for REM sleep generation. The area shaded in yellow is both necessary and sufficient for NREM sleep generation. In the intact animal, both REM sleep and NREM sleep involve interactions between brainstem and forebrain structures.

Circles indicate “REM sleep off” neurons (i.e., low activity in REM relative to wakefulness); orange represents serotonergic neurons (located on the midline), dark blue represents adrenergic or noradrenergic neurons, red represents histaminergic neurons, light blue represents hypocretinergic (orexinergic) neurons. Squares indicate “sleep on” neurons, which are more active during sleep, compared to wakefulness. The green star indicates “REM sleep on” neurons, which are active during REM sleep.

Abbreviations: Vlpo, ventrolateral preoptic area; Mpo, median preoptic.

Zebrafish: Major monoaminergic (b), histaminergic (c), and orexigenic (d) cell groups and fiber projections in the adult zebrafish brain. (From Kaslin & Panula, 2001; Kaslin et al., 2004.)

(b): green – distribution of catecholaminergic neurons (tyrosine hydroxylase-immunoreactive [TH-ir]; light green – paraventricular TH-ir neurons; blue – dopamine beta hydroxylase-ir neurons; and red – histaminergic neurons.

c): orange – serotonin neurons (5-HT); gray – dopa decarboxylase (DDC) – containing neurons.

d): blue – hypothalamic orexin-producing and orexin-containing neurons and their projections; dark blue – the preoptic putatively orexin-containing and orexin-producing neurons. Abbreviations: D, dorsal telencephalon; Hv, ventral zone of periventricular hypothalamus; IL, inferior hypothalamic lobe; Ha, habenula; HA, histamine; LC, locus ceruleus; LH, lateral hypothalamic nucleus; NA, noradrenalin; NC, commissural nucleus of Cajal; N1n, interpeduncular nucleus; OB, olfactory bulb; ON, optic nerve; PPv, periventricular pretectal nucleus; PTN, posterior tuberal nucleus; R, raphe nuclei; TeO, optic tectum; V, ventral telencephalon; VT, ventral thalamus. (From Zhdanova, 2006, with permission.)
developmental biology and genetics, resulting in a fair amount of accumulated knowledge of its molecular biology as well as the easy availability of diverse mutant and transgenic phenotypes. Thus the rest of this chapter focuses on zebrafish to illustrate several issues of homeostatic and circadian regulation of sleep in fish, the behavioral and molecular mechanisms involved, and their changes during development and aging. We also discuss the effects of endogenous and pharmacological sleep-promoting substances in zebrafish. Such knowledge may help to elucidate the sleep-related processes in other vertebrates and perhaps assist in deciphering and treating human sleep disorders.

**Do zebrafish sleep?**

Zebrafish are diurnal animals; as such, they are active during the day and rest at night. While we were searching for a genetically well-characterized diurnal vertebrate with which to study the sleep effects of melatonin, this was one of the primary reasons we became interested in the sleep behavior of zebrafish. Melatonin is a phylogenetically ancient molecule that is present in unicellular organisms. In vertebrates, it is produced by the pineal gland and retina and can promote sleepiness. Melatonin is produced at night in both nocturnal and diurnal species; this might explain why it promotes sleep only in those animals that habitually sleep at the time of high circulating melatonin levels (Zhdanova, 2005). While we were able to observe that melatonin significantly reduces activity levels in zebrafish, the remaining question was the extent to which this reduction in behavioral activity was analogous to mammalian sleep. Thus we and then others conducted a series of studies in zebrafish of different ages to characterize their sleep (Prober, Rihel, Onah, et al., 2006; Yokogawa, Marin, Faraco, et al., 2007; Zhdanova, 2006; Zhdanova, Wang, Leclair, et al., 2001).

Zebrafish develop very quickly, hatching from their chorion around 50 hours postfertilization (hpf). They become behaviorally active miniature fish soon thereafter, showing complex behaviors and skillful prey capture by 7 days postfertilization (dpf). The small size of larval zebrafish, which are about 4 to 6 millimeters in length at 5 to 10 days postfertilization (dpf), allows us to conduct high-throughput recordings in many individual animals in parallel by placing them in small, individual wells and documenting their behavior using image-analysis techniques (Cahill, Hurd, & Batchelor, 1998; Prober et al., 2006; Yokogawa et al., 2007; Zhdanova, et al., 2001). The behavior of adult zebrafish can be recorded in a similar way using substantially larger fish tanks (Yokogawa et al., 2007; Zhdanova, 2006; Zhdanova, Yu, Lopez-Patino, et al., 2008). This allows for the study of sleep-related behaviors during the early stages of vertebrate development, through adulthood, and into senescence.
The larval, young adult, and aged zebrafish display periods of quietness during the day. However, the duration and frequency of such inactivity bouts is substantially increased at night (Figure 11.2a).

The pattern is preserved after larvae are transferred from a light–dark cycle to constant conditions of dim light or darkness, indicating a true intrinsic regulation of circadian rhythmicity. In conditions of both light–dark and constant darkness, prolonged periods of inactivity (beyond 5 seconds) are accompanied by significant increases in arousal threshold in both larval and adult zebrafish (Figure 11.2b). Thus we and others adopted a 6-second bout of continuous inactivity as a threshold for differentiating between quiet wakefulness and onset of a sleep-like state (Yokogawa et al., 2007; Zhdanova, 2006).

Although complete inactivity may last only a few seconds and is then interrupted by slow movements of fins with or without locomotion, several distinct postures are associated with sleep-like states in zebrafish. Larvae either float with their heads down or stay in a horizontal position close to the bottom of the tank (Figure 11.3a).

Adult fish typically float either in horizontal position or with the head slightly upward, showing occasional small pectoral fin movements. During nighttime rest, some zebrafish alternate between staying at the bottom of the tank and at its surface, especially if maintained in individual tanks (Figure 11.3b).

The reason for such alternation is not yet clear. Such behavior is less frequent when zebrafish are housed in groups, when they tend to distribute throughout the tank or form several groups of two or three fish staying close to each other. These sleep behaviors appear to vary between zebrafish strains and even different social groups and may reflect social relationships within the group. Similar sleep-related behaviors were reported earlier in groups of tilapia, a diurnally active schooling teleost fish (Shapiro & Hepburn, 1976). Throughout the night, the majority of
tilapia rest on the bottom of the tank, while the minority continue active movement. Toward the end of the dark period, the behavior becomes more variable, with more fish actively swimming around the tank or floating in the middle of the water column.

Unlike daytime rest, nighttime sleep in zebrafish is often associated with a decline in the frequency of mouth and gill movements, reflecting a reduced
respiration rate. However, we have observed sporadic augmentation of respiration during sleep in adult zebrafish, without concurrent body movements. Stimulation immediately after such periods leads to an increased arousal threshold relative to the daytime rest state – that is, the fish appear to continue their sleep. We did not observe eye movements in adult fish during such episodes of increased respiration in sleep.

In larvae, the respiration rate is also changed during sleep (Figure 11.4). During the day, zebrafish often have bursts of respiratory movements, with two to five individual movements per burst. The burst rate and the number of movements per burst decline during nighttime sleep, at the time of increased arousal threshold. Whether oxygen absorption through the skin, characteristic of larvae, also changes at that time remains unknown. Prolonged nighttime rest periods in larval zebrafish, especially in the head-down position, can be associated with spontaneous eye movements that may be accompanied by low-amplitude tail movements. Such changes in respiration or occurrence of eye movements may represent microarousals or changes in the quality of sleep. The nature of these events in the context of the sleep-like state in zebrafish is not yet clear.

**Homeostatic regulation of sleep and effects of light**

To evaluate the homeostatic regulation of sleep in zebrafish, recordings are made either during the light–dark cycle or under conditions of constant illumination (complete darkness or dim light). Rest deprivation can be achieved by different experimental approaches. Repeated pulses of mild vibration or tapping, or continuous slow movement of the perforated partition through which animals have to swim makes it possible to deprive many animals of sleep simultaneously. Another approach is to apply an arousing stimulus only when each animal ceases to move for a certain period of time, which requires individual sleep deprivation.
Figure 11.5. Effects of sleep deprivation on subsequent sleep in zebrafish. Reduction in daytime activity level in sleep-deprived (black diamond) but not control (white square) larval zebrafish. (From Zhdanova et al., 2001, with permission.)

chambers and the use of stimuli that are not perceived by all the animals in the recording system, (e.g., mild electric shock) (Yokogawa et al., 2007).

Both larval and adult zebrafish respond to nighttime sleep deprivation by increasing their subsequent sleep duration (Figure 11.5). This “compensatory sleep” includes longer sleep bouts and increased arousal thresholds, suggesting that sleep in zebrafish is under homeostatic control (Zhdanova, 2006; Zhdanova, et al., 2001), just as it is in mammals. Moreover, the importance of sleep to both juvenile and adult zebrafish is illustrated by the presence of performance deficits in the conditioned place preference (CPP) paradigm following sleep deprivation (Zhdanova, 2006). It remains to be determined whether such performance deficits in zebrafish might be related to memory formation, recall, attention level, visual sensitivity, or a combination of factors. Several methods of sleep deprivation and performance assessment will have to be compared before firm conclusions can be drawn about sensitivity to the cognitive consequences of sleep loss in zebrafish.

Interestingly, strong environmental factors, such as constant bright light, experienced during the sleep deprivation period or at the time of anticipated sleep rebound, can disrupt the homeostatic response to sleep deprivation. If zebrafish are kept under these conditions for several days, they do not show regular signs of sleep, prolonged inactivity periods, or increased arousal thresholds. Moreover, when they are returned to their regular environment (light–dark cycle), they do not show sleep rebound. After being held under these unusual conditions for a week or two, the fish may again display a sleep-like state, which, however, lacks a clear circadian pattern (Yokogawa et al., 2007). Such modulation by environmental illumination is likely to be due to its critical role in the diurnal adaptation of zebrafish to avoiding predators or finding prey. Consistent with this, other fish also show high light-dependence, with rest being suppressed by light in diurnal
perch, goldfish, and tilapia (Shapiro & Hepburn, 1976; Tobler & Borbély, 1985) but being promoted in nocturnal tench (Campbell & Tobler, 1984).

Collectively, the presence of characteristic postures, physiological changes, elevated arousal threshold to sensory stimulation during habitual nighttime hours of prolonged rest, and a compensatory rest rebound following rest deprivation under low illumination allows us to classify the rest state in zebrafish as a sleep-like state or sleep and to show that this process is under the control of homeostatic regulation. A peculiar absence of sleep rebound after sleep deprivation in bright light, however, suggests that some additional compensatory sleep mechanisms might be present in zebrafish and potentially other fish species.

**Circadian regulation**

The complex machinery of the intrinsic circadian clock includes several core clock genes and proteins organized in complex feedback loops to maintain close to 24-hour oscillations and serving as transcription factors (Reppert & Weaver, 2002). As a result, the clock-controlled genes and their products modulate multiple output processes. Moreover, posttranslational mechanisms are also actively involved in clock function. Considering the important role of the circadian factors in sleep regulation in the majority of the species studied, their analysis in zebrafish is of obvious interest. This is especially true because few detailed data are available in other diurnal vertebrates and nocturnal and diurnal species exhibit an inverted temporal relationship between the molecular clock mechanisms and habitual sleep periods.

Like the majority of other species, fish display the circadian rhythms of activity, food intake, sleep, and physiological functions (Zhdanova & Reebs, 2006). Our knowledge of the well-conserved molecular mechanisms of the fish circadian system is based mainly on the original studies conducted in zebrafish (Cahill et al., 1998; Pando & Sassone-Corsi, 2002). Owing to partial genome duplication in teleosts, the zebrafish circadian system has more circadian clock or clock-controlled genes, which are orthologs of those in other species. This might be viewed as a complication – for example, the presence of six melatonin receptors (Reppert, Weaver, Cassone, et al., 1995), but it may also prove to be an advantage in deciphering tissue-specific functions of individual homologs.

Zebrafish have multiple tissues containing autonomic oscillators rhythmically expressing the core clock genes. These oscillators have direct sensitivity to light that can entrain them (Cermakian, Whitmore, Foulkes, et al., 2000; Kaneko, Hernandez-Borsetti, & Cahill, 2006; Whitmore, Foulkes, Strahle, et al., 1998), but they gradually desynchronize in continuous darkness (Carr & Whitmore, 2005; Pando, Pinchak, Cermakian, et al., 2001; Whitmore, Foulkes, & Sassone-Corsi,
These oscillators appear to be similar to recently discovered non-light-sensitive peripheral oscillators in mammals, which can sustain autonomic activity for some time in the absence of the “master clock” but generally require its synchronizing input for normal functioning (Vansteensel, Michel, & Meijer, 2008).

In zebrafish, the eyes and pineal gland are the principal clock structures. They carry out autonomic oscillations, photoreception, and melatonin production. Starting with early embryogenesis (first dpf), melatonin production and melatonin receptor expression provide a unifying neuroendocrine circadian signal through specific melatonin receptors (Cahill et al., 1998; Danilova, Krupnik, Sugden, et al., 2004). Hence, as in the case of mammals, melatonin is the major neurohumoral output of the circadian system in zebrafish. Zebrafish have the suprachiasmatic nucleus of the hypothalamus (SCN), the site of the “master clock” in mammals, but its role in circadian rhythmicity, if any, has not been confirmed (Cahill, 1998). In spite of this, the brain tissue analyzed as a whole rhythmically expresses the core clock and clock-controlled genes (Whitmore, et al., 1998).

We find that in zebrafish, the expression of core genes of the positive limbs of the clock – for example, \textit{bmal1} and \textit{clock1} – is initiated close to the habitual sleep time (Figure 11.6a,c; Zhdanova et al., 2008). The expression of the genes of the negative limb of the clock – for example, \textit{per1} – occurs at the end of the sleep period and continues into the early hours of daily activity phase (Figure 11.6b). Constant light exposure can significantly reduce the amplitude of expression for the clock and clock-controlled genes (Figure 11.7; Shang & Zhdanova, 2007), and this might be, at least in part, responsible for the sleep alterations in bright light described earlier.

**Neurochemical mechanisms of sleep regulation in zebrafish**

The neuroanatomical structures involved in sleep regulation in mammals are also typical of zebrafish, with corresponding neurotransmitters and their receptors being typically well conserved in this teleost (Figure 11.1) (Arenzana, Clemente, Sanchez-Gonzalez, et al., 2005; Clemente, Arenzana, Sanchez-Gonzalez, et al., 2005; Clemente, Porteros, Weruaga, et al., 2004; Eriksson, Peitsaro, Karlstedt, et al., 1998; Faraco, Appelbaum, Marin, et al., 2006; Kaslin, Nystedt, Ostergaard, et al., 2004; Kaslin & Panula, 2001; Panula, Karlstedt, Sallmen, et al., 2000; Ruuskanen, Peitsaro, Kaslin, et al., 2005). Studies on the hypnotic effects of drugs and physiological agents targeting the GABAergic, melatonin, histamine, hypocretin, cholinergic, dopamine, and adrenergic signaling pathways confirm that these anatomical similarities translate into the functional ones (Renier, Faraco, Bourgin, et al., 2007; Ruuskanen et al., 2005; Zhdanova, Wang, Leclair, et al., 2001; Zhdanova, et al., 2008).
Figure 11.6. Daily pattern of expression of core clock genes, bmal1, per1, and clock1, in young and aged adult zebrafish. (From Yu, Tucci, Kishi, & Zhdanova, 2006, with permission.)
The inhibitory neurotransmitter gamma-aminobutyric acid (GABA) plays an important role in the physiological regulation of sleep. Moreover, its receptors are the target of the vast majority of sedative hypnotics (barbiturates, benzodiazepines, or nonbenzodiazepine agonists of benzodiazepine receptors), mediating an increase in intracellular chloride levels and leading to neuronal hyperpolarization. Selective targeting of the GABAergic pathway can facilitate sleep onset.
and extend sleep duration, but it also appears to be responsible for side effects of available hypnotic substances (e.g., amnesia, ataxia, morning-after sedation, or abuse potential). In large doses, these drugs induce general anesthesia and may cause death.

Zebrafish have well-developed GABAergic neurotransmission (Doldan, Prego, Holmqvist, et al., 1999; Higashijima, Mandel, & Fetcho, 2004) and are highly sensitive to GABAergic hypnotics (Renier et al., 2007; Zhdanova et al., 2001). The dose-dependence of their behavioral effects is quite similar to that in mammals. At low doses of drug, the activity levels decline and arousal thresholds rise, followed by inactivity and lack of spontaneous or stimulated arousal in response to higher doses, consistent with general anesthesia (Figure 11.8).

Finally, if zebrafish are exposed to these drugs for prolonged periods, they do not survive. The latter effect is more pronounced in adult zebrafish than in larvae. This might be explained by apparent reduction in respiratory movements in adult fish treated with barbiturates or benzodiazepines. In larvae, cutaneous respiration may compensate for this effect. Indeed, when larvae are washed out after hours

---

**Figure 11.8.** Conventional GABAergic sedatives promote rest behavior in larval zebrafish. Diazepam and sodium pentobarbital (barbital) significantly and dose-dependently reduce zebrafish locomotor activity and increase arousal threshold. Each data point represents mean (SEM) group changes in a 2-hour locomotor activity relative to basal activity, measured in each treatment or control group for 2 hours prior to treatment administration. Arousal threshold data are expressed as the mean (SEM) group number of stimuli necessary to initiate locomotion in a resting fish. Closed diamond – treatment, open square – vehicle control; N = 20, each group. (From Zhdanova et al., 2001, with permission.)
Figure 11.9. Dose–response curve of the effects of mepyramine (pyrilamine) on spontaneous locomotor activity in zebrafish larvae. (From Renier et al., 2007, with permission.)

of benzodiazepine-induced anesthesia, many of them survive and thereafter show normal behavior.

Antagonists of histamine receptors have sedative effects in mammals via direct antagonism of H1 receptors and additional antiadrenergic or antimuscarinic activity (Montoro, Sastre, Bartra, et al., 2006). Similarly, administration of histamine H1 antagonists (Figure 11.9) such as diphenhydramine or mepyramine produce dose-dependent effects in larval zebrafish, ranging from mild sedation to general anesthesia (Renier et al., 2007).

The neuropeptides hypocretins (Hcrt 1 and 2, also known as orexins A and B) were linked to the human sleep disorder narcolepsy, characterized by excessive daytime sleepiness, a fragmented sleep–wake cycle, and a sudden loss of muscle tone during waking, called cataplexy (Zeitzer, Nishino, & Mignot, 2006). Deficiency in these peptides or their G protein–coupled receptors alters alertness and sleep in humans and mammalian models. When Hcrt 1 is injected into the cerebrospinal fluid (CSF), locomotor activity in mammals is typically increased and sleep inhibited. Zebrafish express Hcrt in the neurons of the posterior hypothalamus (Faraco et al., 2006; Kaslin, et al., 2004), like those of other teleost fish (fugu, tetraodon, medaka, and stickleback). These neurons project to monoaminergic and cholinergic nuclei (Kaslin et al., 2004; Prober et al., 2006; Yokogawa et al., 2007). The Hcrt receptors are distributed in the telencephalon, hypothalamus, posterior tuberculum, and hindbrain (Yokogawa et al., 2007).

Two studies on the role of Hcrt in zebrafish produced somewhat discrepant results (Yokogawa et al., 2007). The mutation of the hypocretin receptor is found to disrupt the consolidation of sleep/wake behavior in zebrafish, reminiscent of insomnia in narcoleptic patients. Such mutants do not display a decrease in wake bout length, however, whether in the light or the dark, or sudden episodes of paralysis, analogous to cataplexy. Moreover, intracerebroventricular injection of
Hcrt 1 (but not Hcrt 2) leads to only a mild reduction in zebrafish activity, in contrast to robust activation following such injection in mammals (Zeitzer et al., 2006). The authors suggest that the powerful stimulating effect of light might suppress sleep irrespective of Hcrt deficiency and that the arousing effect of this peptide might be unnecessary in this species.

In contrast, Prober et al. reported increased locomotor activity and decreased sleep in zebrafish larvae with overexpression of hypocretin peptide, suggesting that the role of Hcrt as an arousal-promoting agent is conserved (Prober et al., 2006). These two reports also disagreed on the presence of Hcrt innervation of the locus ceruleus in zebrafish, which is one of the ways Hcrt can promote wakefulness. The Hcrt system in other fish is poorly characterized, although some increase in locomotor activity was found in goldfish injected with mammalian Hcrt 1 (Nakamachi, Matsuda, Maruyama, et al., 2006). Further studies in zebrafish and other teleosts might clarify these issues on the role of Hcrt in fish sleep physiology.

Melatonin, the principal hormone of the circadian system, has been known to have a hypnotic-like effect in humans when used in physiological or pharmacological doses (Zhdanova, 2005). Its administration also promotes sleep in diurnal primates (Zhdanova, Cantor, Leclair, et al., 1998; Zhdanova, Geiger, Schwagerl, et al., 2002) and birds (Aparicio, Garau, Nicolau, et al., 2006; Mintz, Phillips, & Berger, 1998; Paredes, Terron, Valero, et al., 2007). However, the nocturnal species appear to be immune to this effect of melatonin, consistent with nocturnal production of this hormone corresponding to their active period. In larval and adult zebrafish, exposure to melatonin promotes a sleep-like state, reducing their locomotor activity and elevating their arousal threshold (Figure 11.10).

Independent of the dose used, this effect does not induce anesthesia. Rather, following melatonin administration, both locomotor activity and arousal threshold reach a plateau at higher doses, and the resulting behavior remains close to that observed normally at night. Interestingly, this dose-dependence of melatonin’s effects on sleep is documented in both humans and nonhuman primates, suggesting that the mechanisms through which this effect is mediated are also likely to be the same in fish and primates. Moreover, zebrafish allowed us for the first time to confirm that the effects of melatonin on sleep are mediated through melatonin receptors, because they can be attenuated by luzindole, a specific melatonin receptor antagonist (Zhdanova et al., 2001).

Neuronal structures involved in zebrafish sleep

Imaging techniques have dramatically changed research approaches and medical practice. The sleep field is no exception, with magnetic resonance imaging and positron emission tomography contributing to our understanding of structures involved in sleep regulation or sleep alterations. Although
neurophysiological experiments in adult and especially larval zebrafish pose a challenge, the optical transparency of larval fish allows another approach by the visual observation of their neuronal activity. The larval fish can be embedded in water-saturated agar to restrain them and allow imaging of the same cells for prolonged periods of time, relying on larval cutaneous respiration. Because electrically active vertebrate neurons usually have large increases in calcium, fluorescent calcium indicators represent an excellent tool for monitoring this neuronal activity. Such indicators (e.g., calcium green dextran) are readily transported both retrogradely and anterogradely by neurons and can be used to fill populations of motoneurons and interneurons in different brain regions. As a result, confocal or two-photon imaging methods allow the study of neuronal activity with single-cell resolution in intact zebrafish (Fetcho & O’Malley, 1995; O’Malley, Zhou, & Gahtan, 2003).

These experimental approaches have begun to yield new insights into the brain structures and individual neurons involved in sleep processes. Our studies in larval zebrafish suggest that multiple brain areas are involved in both arousal and sleep-related states. Typically, the latency and threshold to neuronal calcium

Figure 11.10. Melatonin significantly and dose-dependently reduces locomotor activity (a) and increases arousal threshold (b) in zebrafish. Each data point represents mean (SEM) group changes in a 2-hour locomotor activity relative to basal activity, measured in each treatment or control group for 2 hours prior to treatment administration. Arousal threshold data are expressed as the mean (SEM) group number of stimuli necessary to initiate locomotion in a resting fish. Closed diamond = treatment, open square = vehicle control; N = 20, each group. (From Zhdanova et al., 2001, with permission.)
responses are increased during nighttime sleep, and this correlates with similarly changed behavioral responses recorded in parallel (Figure 11.11).

The well-known involvement of the brainstem in sleep/wake mechanisms, including motoneuron inhibition during sleep, makes this brain region interesting for analyzing sleep-like behavior in zebrafish. The specific neuronal clusters and individual neurons of the brainstem nuclei can be screened for possible involvement in zebrafish sleep regulation following caudal injections of fluorescent indicators. Using confocal calcium imaging in labeled cells (Figure 11.12) and concurrent recording of locomotor activity (Figure 11.11), we have screened multiple reticulospinal neurons and their responses to melatonin treatment at concentrations that induce sleep-like states in zebrafish larvae.

In the majority of these neurons, melatonin did not affect calcium response to sensory stimuli (tapping or light). However, the activity of several neurons of the nucleus of medial longitudinal fasciculus (nucMLF) demonstrated a robust response to light stimulation and was inhibited by melatonin treatment (Figure 11.12; Zhdanova, 2006).

Whereas the effects of melatonin appear to be more localized, the GABA-ergic hypnotic drugs inhibit neuronal activity in the majority of brain areas. Such difference might be due to the wide presence of GABA receptors, mediating chloride-dependent hyperpolarization, in contrast to more discretely localized areas of melatonin receptor expression. Detailed characterization of neuronal representation of sleep-related effects of pharmacological and physiological agents is currently under investigation.
Genetically encoded calcium indicators (Higashijima, Masino, Mandel, et al., 2003) are even more promising in monitoring neuronal activity in sleep and wakefulness than the injected ones. So far, they provide less robust signals; but when perfected, they should become a standard technique in studying the role of individual structures in zebrafish sleep. The development of transparent adult zebrafish (White, Sessa, Burke, et al., 2008) should further enhance our ability to analyze localized sleep-related processes in adults. Furthermore, the identification of mutants with alterations in the sleep/wake cycle or sleep homeostasis (Prober et al., 2006; Yokogawa et al., 2007) and crossing them with transgenic fish carrying genetically encoded calcium indicators may help to identify the structures defining specific sleep phenotypes and sleep disorders.

Age-related changes in zebrafish sleep

The zebrafish has recently attracted attention as a promising model for studying aging (Gerhard, 2003; Herrera & Jagadeeswaran, 2004; Kishi, 2004; Zhdanova et al., 2008). Under laboratory conditions, zebrafish mature within 6 months and survive up to 6 years. They experience a gradual senescence and start showing age-dependent changes in multiple physiological and cognitive parameters at around 2 years of age (Kishi, 2004; Tsai, Tucci, Uchiyama, et al., 2007). The distinct interindividual variability in these changes suggests that zebrafish, like mammals, can have successful and unsuccessful aging processes.
The circadian functions are disrupted in aged zebrafish (Zhdanova et al., 2008), including a reduced daily amplitude of locomotor activity and melatonin production (Figure 11.13). Similarly, the amplitude of daily expression of core clock genes is also reduced during zebrafish aging (Figure 11.6). This might explain why
Figure 11.14. Aging in zebrafish is associated with sleep alterations, reduced intrinsic circadian rhythm of activity, and cognitive performance; these effects are counteracted by repeated overnight melatonin administration. (a) Change in percentage of sleep time during the day (ZT 5 to 7) and at night (ZT 18 to 20), with or without 30-minute melatonin (+MLT) pretreatment in 1- and 4-year-old zebrafish, relative to mean sleep time in 1-year-old zebrafish during the day represented as 100%. 
the daily activity rhythms in aged zebrafish become more vulnerable to environmental factors. Although both young and aged animals show more robust daily patterns of locomotion in the light–dark cycle, lack of entraining environmental cues under constant dim light conditions reduces both rest and alertness in aged zebrafish and severely disrupts their circadian pattern of activity. Such changes in the circadian system may also, at least in part, underlie age-dependent modifications in zebrafish sleep, manifesting as low nighttime sleep duration (Figure 11.14a) and high sleep fragmentation. At the same time, the basal daytime arousal threshold during wakefulness is increased in aged zebrafish, potentially reflecting a lower level of alertness due to reduced circadian amplitude and/or nighttime sleep deficits.

These observations are further supported by overnight melatonin treatment, promoting sleep and resulting in a reduced daytime arousal threshold in aged fish; this suggests that sensitivity to melatonin typically does not decline with age (Figure 11.14a,b).

These observations are consistent with the expression levels for melatonin receptors remaining similar in young and aged zebrafish. In addition, the ability of melatonin to improve cognitive performance in aged zebrafish following overnight administration under constant dim light conditions (Figure 11.14c) also suggests that sleep-related and circadian abnormalities are part of the reason for cognitive alterations in aged fish.
Conclusion

Sleep function remains an enigma of modern biology. This is especially surprising in view of the substantial time animals and humans spend in this distinct physiological state, major similarities in its behavioral manifestations observed in different species, and typically deleterious effects of sleep deprivation on behavioral, autonomic, and cognitive functions. Although all this attests to sleep being a basic necessity, the question of whether sleep function is single and universal among diverse taxa remains to be determined. To reveal such common function requires in-depth investigation of the sleep processes in phylogenetically distant organisms adapted to different environments. In this respect, fish are interesting for a number of reasons. They represent some of the earliest vertebrates on the planet, with abundant variation in species, habitats, and adaptations to periodically changing environments. Fish have a well-developed brainstem, midbrain, and diencephalon, with sensory, motor, and integrative central nervous circuits that are highly comparable to those in mammals. However, the forebrain in fish is relatively small and its structure is distinctly different from that in mammals, including lack of the regular cerebral cortex. Considering that the cortex in mammals contributes to such distinct sleep phenomena as slow-wave sleep, the study of the sleep process in fish might help to elucidate the extent to which cortical changes affect the intrinsic mechanisms of sleep in humans.

Rest behavior has been evaluated in several species of fish, with the results supporting the idea that prolonged rest in these vertebrates shares principal similarities with mammalian sleep. The behavioral criteria for sleep – such as periodic reductions in activity, increases in arousal threshold, and rebound after sleep deprivation – are common in fish. Similarly, with the notable exception of the cerebral cortex, the principal neuronal structures involved in mammalian sleep are conserved in fish and have a neurochemical composition similar to that in higher vertebrates.

It is well established that sleep in mammals is regulated by both homeostatic and circadian processes, which complement each other and together provide an adaptive balance between the need for sleep and the optimal time to fulfill its physiological functions. The daily and circadian (i.e., under constant conditions) rhythms of sleep, the shorter latency to sleep onset (Shapiro & Hepburn, 1976), and the increased duration of sleep (Zhdanova et al., 2001) after sleep deprivation suggest that both types of sleep regulation are present in fish. Changes in cognitive performance following sleep deprivation also imply that sleep deficit affects brain function in fish (Zhdanova et al., 2008), as also observed in mammals (Stickgold, 2005).
There are, however, many questions in fish sleep physiology that require further investigation. One of them is the remarkable ability of fish to seemingly circumvent sleep need when faced with challenges of constant bright environmental illumination (Shapiro & Hepburn, 1976; Yokogawa et al., 2007). Because constant light exposure is known to suppress or significantly distort the circadian system, including that in fish (Shang & Zhdanova, 2007), such lack of sleep may suggest that the circadian regulation of sleep in fish is more critical than the homeostatic one. However, there might be special adaptive strategies in play during such challenging conditions (e.g., similar to the unihemispheric sleep found in aquatic mammals and birds) (Bobbo, Galvani, Mascetti, et al., 2002; Mascetti & Vallortigara, 2001; Mukhametov, 1987). This issue needs further elucidation.

Studies of endogenous agents that promote or attenuate sleep in both fish and mammals are of special interest. This is because their neurochemical actions and target structures should help to decipher the complex network of sleep mechanisms and to develop drugs to combat human sleep disorders. Melatonin, with its sleep-promoting effect in both humans and zebrafish, is one example of such a physiological agent. Its role in homeostatic and circadian sleep regulation is clearly conserved in diurnal vertebrates of different taxa, including fish (Zhdanova, 2005). The role of another important endogenous regulator of sleep, hypocretin (orexin), which promotes wakefulness in humans and other mammals, requires intense investigation in fish, especially owing to the somewhat controversial results obtained so far (Prober et al., 2006; Yokogawa et al., 2007). Further studies on the neurophysiological correlates of sleep in fish should be of great value and will benefit from new techniques involving electrophysiology or the in vivo imaging of changes in intracellular calcium responses and gene expression. Together, these studies should significantly contribute to our understanding of sleep evolution and its physiological functions.
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