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ABSTRACT

The existence of shock-free 
ow around a slender body of revolution at near-sonic

speeds is investigated using transonic small-disturbance theory. The governing par-

tial di�erential equation, known as the K�arm�an-Guderley equation, and the bound-

ary conditions are transformed into the hodograph plane. In the hodograph plane

the spatial variables depend on the velocity components. The problem is solved

numerically, employing an algorithm that involves a combination of �nite-di�erence

and iterative methods. A condition dependent upon the Jacobian of the transfor-

mation is developed to determine when a shock-free solution has been computed.

A number of bodies possessing shock-free 
ows are calculated at di�erent values

of the transonic similarity parameter, K = (1�M2
1)=(�M1)

2, where M1 is the


ow Mach number and � is the body thickness. The body pro�les computed are

both fore-aft symmetric and fore-aft asymmetric. For moderate values of K (e.g.

K = 3:5, corresponding to M1 = 0:985 and � = 0:1) there is little di�culty in

�nding shock-free solutions in the hodograph. Solutions have not been calculated

for K less than about 3, corresponding to speeds very close to sonic.

Calculations in the physical plane of the 
ow around transonic slender bodies

of revolution are performed at moderate values of K in order to con�rm the shock-

free nature of the body pro�les obtained from the hodograph calculations and to

explore o�-design conditions. It is found that the 
ow �eld in the physical plane

around the shock-free hodograph-designed bodies appears to be nearly shock-free,

having at most a weak shock. Small perturbations to K or to the hodograph-

designed body shape do not appear to create qualitatively di�erent 
ow �elds. The

numerical evidence suggests that shock-free 
ows are isolated but that nearby 
ows

possess, at most, weak shocks.

x



CHAPTER 1

INTRODUCTION

The problem of the existence of shock-free 
ows around slender axisymmetric bodies

is the subject of this thesis. The question is an important one because it can be

related to the e�ciency of aircraft operating at high subsonic speeds. The transonic

area rule given in Cole and Cook [4] implies that if shock-free 
ows can exist around

bodies of revolution, then other bodies which have identical rates of change of cross-

sectional area can also possess 
ows with reduced drag due to their shock-free nature.

The speci�c problem posed is whether bodies of revolution can be constructed

so that transonic 
ow is accelerated and then decelerated around the body in such

a manner that despite the presence of a local supersonic region, no shock develops.

The bodies possess local supersonic 
ow regions where the characteristic lines do

not cross to form a shock. The accelerated 
ow over such bodies is able to decelerate

smoothly at the back of the body and join the trailing transonic 
ow without forming

a shock.

The idea that transonic shock-free 
ows exist is not a new one. Ringleb [21]

was the �rst to postulate that shock-free transonic 
ow could exist, and demon-

strated this using a two-dimensional nozzle 
ow. There have been many investiga-

tions of transonic 
ows around airfoils which are shock-free. After Pearcey [20] and

Whitcomb and Clark [25] published experimental results that showed that shock-

free 
ows could be achieved in practice, research interest was heightened. The �rst

analytically designed shock-free transonic airfoil was a quasi-elliptical wing section

produced by Nieuwland in [19]. Bauer, Garabedian and Korn in [1, 2, 3] built on

the work of Nieuwland to produce numerical algorithms to systematically compute

shock-free airfoils. The design method involved transforming the problem to the

hodograph plane and using complex characteristics. In the hodograph plane, the

1
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dependence of the 
ow velocity components on the spatial co-ordinates is reversed.

The algorithm used by Bauer et al. in [1, 2, 3] involves solving an inverse problem

of �rst computing the shock-free 
ow in the hodograph and then determining the

associated airfoil producing it. Wind tunnel experiments conducted by Kacprzyn-

ski et al. [10, 11, 12] veri�ed that the computed airfoils of Bauer et al. do indeed

possess shock-free supercritical 
ows. An airfoil is said to be supercritical if at some

point the local 
ow speed over it exceeds the local speed of sound. The method

of Sobieczky et al. in [23, 24] which involves looking at the physical plane charac-

teristic curves in the supersonic zone and then trying to change 
ow parameters to

disentangle them to produce a shock-free 
ow is a useful design tool. In a series of

famous papers by Morawetz [16, 17, 18], she proved that if there exists shock-free


ow around a two-dimensional airfoil, it is impossible to in�nitesimally perturb the

airfoil shape to produce another neighboring shock-free 
ow. The implication is that

shock-free solutions of the equations governing transonic 
uid 
ow are isolated.

The only known previous research that has been conducted concerning shock-

free transonic 
ows in more than two dimensions is the work of Cole and Schwen-

deman [8], who computed a transonic shock-free 
ow around a fore-aft symmetric

slender body of revolution. In this thesis the methods in [8] are expanded to cal-

culate fore-aft asymmetric shock-free bodies. The algorithm used is in
uenced by

ideas from the previous work around supercritical airfoils mentioned above. In some

sense the work in [8] and in this thesis can be considered the �rst forays into the

hodograph design of shock-free supercritical bodies.

The 
ow around a slender body traveling through a 
uid at transonic speeds

is modeled mathematically with the use of transonic small-disturbance theory as de-

tailed in Cole and Cook [4]. A boundary value problem for the velocity perturbation

potential of the 
ow is formulated using a triple-deck asymptotic analysis. Solution

of the boundary value problem for the velocity potential function determines the
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outer 
ow �eld about the body. The approach of transforming the small-disturbance

problem into the hodograph is applied. All continuous solutions in the hodograph

plane are by de�nition shock-free 
ows in the physical plane. The body shape in the

physical plane associated with the computed shock-free hodograph solution is then

calculated. It is shown that the condition for whether the body can be regenerated

from the hodograph solution is that the jacobian of the hodograph transformation

is strictly less than zero at all points in the 
ow.

The results obtained in this thesis show that shock-free 
ows can be computed

regularly. At least a half-dozen di�erent shock-free solutions have been computed. A

systematic algorithm to develop more such supercritical bodies is given. It should be

clari�ed that the theorem Morawetz [16, 17, 18] proved was for supercritical airfoils,

not supercritical bodies. There is no known corresponding theorem or proof for

shock-free transonic 
ow around bodies, though the isolated nature of such solutions

is widely believed to be true. The results in this thesis appear to suggest that if

shock-free solutions are isolated, they appear to be surrounded by solutions which

contain relatively weak shocks. This comment stems from the results that occur

when the bodies which are believed to be shock-free are also tested by computing


ows around them in the physical plane. The numerical results have features which

may be due to the presence of weak shocks or which may just be unable to be

resolved from the computed data. Regardless, it can certainly be said that for

some range of o�-design parameters no substantial shocks are observed around the

hodograph-designed supercritical bodies.

Besides the inverse hodograph design methods of Cole and Schwendeman [8]

and Bauer et al. [1, 2, 3], it is possible to attempt to design directly in the physical

plane, as Sobieczky [23, 24] does. In the physical plane the algorithm used involves

selecting a provisional body and then computing to see what the 
ow around such a

body is. The body determines the 
ow. If the computed 
ow is shock-free then the
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initial body shape guess was a good one. A priori, the two algorithms look equivalent

but it is well known that direct numerical calculation of the 
ow in the physical

plane is more sensitive to perturbations in the body shape. In the hodograph,

the computed body shape is not considered to be as sensitive to perturbations of

the sonic bubble shape, so the hodograph method was selected. In the physical

plane the criterion for a shock-free 
ow is that no discontinuities appear in the


ow. In the hodograph plane the criterion is that the jacobian of the hodograph

transformation does not become zero. This ensures that a shock-free 
ow computed

in the hodograph plane can be transformed back to the physical plane.

1.1 Thesis outline

In Chapter 2 a mathematical description of the problem is discussed, involving

the formulation of the boundary value problem in both the physical plane and in the

hodograph plane. The governing equation is a mixed-type elliptic-hyperbolic par-

tial di�erential equation. A detailed explanation of the hodograph mapping from

the physical plane to the hodograph plane is given. Another good description of

the hodograph mapping can be found in Kropinski [13]. A clear understanding of

the boundary value problems in both the physical plane and the hodograph plane

is necessary to facilitate comprehension of the numerical solution of the problem.

For example, the slender body of revolution near the origin in the physical plane is

mapped to in�nity in the hodograph plane. In slender body theory the representa-

tion of the body in the physical plane is accomplished by a distribution of sources

along the origin. The free stream 
ow far away from the body in the physical plane

becomes an extremely singular point, located at the origin, in the hodograph. The


ow-�eld behavior far away from the body is modeled by the 
ow due to a dipole sit-

uated at the physical plane origin. The entire semi-in�nite physical plane is mapped

into a thin in�nitely long strip in the hodograph. The width of this hodograph strip
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is dependent upon the points where the source distribution function has its maxima

and minima.

In Chapter 3 the boundary value problem in the hodograph is rewritten in

scaled variables and then it is approximated numerically on a discrete grid. The

boundary value problem is converted to a system of nonlinear algebraic equations

de�ned on a series of overlapping numerical grids approximating the elliptic section

of the hodograph plane. The overlapping grids have increasingly �ne meshes, which

is necessary to capture the rapid change in the solution near the singularity at the

origin. The system of nonlinear equations is solved using a combination of point

relaxation and Newton's method. Using the newly-calculated solution in the elliptic

region as initial data, a time-like marching scheme is used to compute the solution

into the hyperbolic region. The jacobian of the hodograph transformation is checked

during this marching scheme and if it is found to be negative everywhere a shock-free

solution has been computed. The solution is not yet complete however. A presumed

value was used for a constant which appears in the far-�eld boundary condition (the

dipole strength of the far-�eld 
ow) and depends on the solution. A �xed-point

iteration on this constant is conducted until the presumed and actual values are one

and the same, within tolerance. Quantities of interest in the physical plane, such

as the pressure coe�cient on the body and the body itself, are computed from the

complete hodograph solution.

In Chapter 4 the results obtained after using the algorithm discussed in Chap-

ter 3 to produce a number of shock-free solutions are displayed. Contour plots of the

isobars around the body, as well as graphs of the pressure coe�cient on the body, are

given to support the claim that no shock is present in the computed 
ows. Tables

of the identifying values of parameters used to compute each particular shock-free

body are also given. Surface plots, with contours, depicting the jacobian of shockless
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and shocked solutions in the hodograph are given in order to highlight the di�er-

ence between the two situations. The characteristic curves in the hyperbolic region

of the hodograph plane and those in the supersonic zone of the physical plane are

displayed to show that in the computed shock-free solutions the characteristics do

not intersect to form shocks.

In order to investigate o�-design behavior of bodies which were computed to

be shock-free in the hodograph a code was developed to solve the original problem

in the physical plane. It is di�cult to attempt studies of o�-design conditions in the

hodograph plane. This is because the body shape is a result of hodograph computa-

tions of a given shock-free 
ow at a given particular speed. O�-design computations

require being able to do the reverse: compute a 
ow at a given speed around a given

body. The numerical approximation of the physical plane boundary value problem

and conversion to a system of nonlinear algebraic equations is given in Chapter 5.

Contour plots of the approximate isobars computed directly in the physical plane

as well as the plots of the pressure coe�cient for the hodograph-designed bodies

are given in Chapter 5, to compare with the results displayed in Chapter 4. In

the direct physical plane calculations, the 
ow around hodograph-designed bodies

appears to contain relatively weak shocks. This is a dramatic reduction from the

distinct shocks that are computed in the 
ow around bodies that were used as input

into the hodograph algorithm.

The appendices provide details on some �ner mathematical points that arise

in Chapter 2. Appendix A gives the derivation for the volume integral de�ning

the dipole strength of the far-�eld 
ow about the body. Appendix B details the

asymptotics used in the formulation of the physical plane boundary value problem

and contains the derivation of the expression for the pressure coe�cient on the body.



CHAPTER 2

MATHEMATICAL THEORY

The mathematical modeling of a slender body of revolution moving through a 
uid

at transonic speeds is recounted in this chapter. The model of the physical situation

is examined and the governing equations which describe this 
ow are detailed. A

boundary value problem is formulated which, when solved determines the 
ow �eld

everywhere. The hodograph plane and its properties are introduced and the trans-

formation of the boundary value problem to this plane is described. The resulting

boundary value problem in the hodograph plane is outlined.

2.1 Modeling the physical situation

Shock-free transonic 
ow around a slender body of revolution can be modeled

by inviscid, compressible, steady and irrotational 
ow. The assumption of inviscid


ow is reasonable since high-speed 
ow around a slender body of revolution can be

expected to have relatively thin boundary layers and minimal viscous e�ects. The


ow must be compressible since the 
ow is transonic. It is assumed that the 
ow

is steady. To the order of approximation considered,the 
ow is also assumed to be

irrotational.

An example of a typical 
ow past a slender body of revolution at subsonic

speed is shown in Figure 2.1. By de�nition, a body of revolution is axisymmetric,

so the variables x and r =
p
y2 + z2 can be used to describe the three-dimensional

space about the body. The body is de�ned by r = �F (x) where �1 � x � 1: The


ow at distances far from the body is uniform with speed U1 and 
ow Mach number

M1 = U1=a1, where a1 is the speed of sound in the free stream. If M1 is close to

one, a supersonic zone forms about the body as shown in Figure 2.1. For a typical

body, a shock wave appears and it is the main goal of this study to construct body

7
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functions F (x) that possess a signi�cant supersonic zone but are shock-free. This

would be possible if a body could be constructed so that the characteristics in the

supersonic zone emerging from the body do not cross to form a shock.

x

r

U   M sonic line

body thickness δ

Figure 2.1: Flow around a slender body of revolution

The equations governing inviscid, compressible, steady, potential 
ow are

(a2 ��x
2)�xx + (a2 � �r

2)�rr +
a2

r
�r � 2�r�x�xr = 0 (2:1)

and

a2


 � 1
+
�x

2 + �r
2

2
=

a12


 � 1
+
U1

2

2
; (2:2)

where �(x; r) is the velocity potential and a(x; r) is the local speed of sound. Equa-

tion (2.1) is a statement of conservation of mass and (2.2) is Bernoulli's integral. The

constant 
 is the ratio of speci�c heats. The boundary conditions for the velocity

potential are

�(x; r) = U1x; as (x2 + r2)!1; (2:3)

and

�F 0(x) =
�r(x; r)

�x(x; r)
; on the body r = �F (x): (2:4)
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That is, 
ow far away from the body is uniform (2.3), and the 
ow along the

surface of the body is tangent to the body (2.4). For 
ow past a slender body of

revolution whose thickness � is small and whose 
ow speed Mach number M1 is

close to unity, the full potential equation (2.1) can be approximated using transonic

small-disturbance theory (TSDT), as discussed in the next section.

2.2 Transonic small-disturbance theory

Transonic small-disturbance theory shows that asymptotic expressions for 
ow

around slender bodies of revolution with body thickness ratio � can be written in

terms of this small parameter. A brief description of the equations involved will be

outlined in this section. For further details, see [4] and Appendix B. According to

TSDT, a velocity potential �(x; r;M1; �) exists and has an outer expansion which

is valid as � ! 0 with x, ~r = �M1r, and K = (1 �M2
1)=(M1�)2 all held �xed.

The parameter K is referred to as the transonic similarity parameter. The outer

expansion has the form

� = U1fx+ �2�(x; ~r;K) + : : :g; (2:5)

where the outer disturbance potential �(x; ~r) satis�es the transonic small-disturbance

equation (TSDE), also known as the K�arm�an-Guderley equation,

(K � (
 + 1)�x)�xx + �~r~r +
1

~r
�~r = 0: (2:6)

An observation of the above equation reveals that it is of mixed elliptic-hyperbolic

type. It is elliptic when �x < K=(
 + 1), corresponding to subsonic 
ow, and hy-

perbolic when �x > K=(
 + 1), corresponding to supersonic 
ow.

The near-�eld boundary condition for (2.6) comes from asymptotic matching

with an inner expansion of �. This inner expansion is valid as � ! 0 with x,

r� = r=�, and K all held �xed and satis�es the tangent-
ow boundary condition on



10

the surface of the slender body (2.4). The inner expansion takes the form

� = U1fx+ �2 log(�2M1)S(x) + �2'(x; r�) + : : :g: (2:7)

The \switch-back" term, �2 log(�2M1)S(x), is derived from an intermediate asymp-

totic matching as explained in [4] and Appendix B. The inner disturbance potential

'(x; r�) satis�es Laplace's equation in cylindrical co-ordinates in each constant-x

cross plane

r�2' � 'r�r� +
1

r�
'r� = 0; jxj < 1: (2:8)

The general solution to (2.8) is

'(x; r�) = S(x) log r� +G(x;K): (2:9)

The function of integration S(x) is determined from the tangency boundary condition

�F 0(x) =
�r(x; �F )

�x(x; �F )
=
f�2S(x)

�F
+ : : :g

f1 + : : :g =
�S(x)

F (x)
(2:10)

and from this one can see that

S(x) = F (x)F 0(x) =
1

2�

dA�

dx
; (2:11)

where A� = �F 2(x) is the scaled cross-sectional area of the body. The other function

of integration, G(x;K), is an unknown function resulting from the solution to the

partial di�erential equation (2.8) and is calculated by asymptotic matching to the

solution of the outer problem after the perturbation potential � is known. It is noted

that the pressure coe�cient Cp(x;K) on the surface of the body depends upon the

function G0(x).

A derivation for Cpbody is given in Appendix B. The result is

Cpbody(x) = ��2f2S0(x) log(�2M1F (x)) + 2G0(x) + (F 0(x))2g: (2:12)

Asymptotic matching of the inner and outer disturbance potentials as (r� !
1 and ~r ! 0) shows that the boundary condition near the body for the outer
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disturbance potential �(x; ~r) is a 
ow represented by a singularity distribution of

sources along the axis of the body. The matching requires that

�(x; ~r) = S(x) log ~r +G(x;K); as ~r! 0; jxj < 1: (2:13)

The far-�eld boundary condition for (2.6) is that velocity perturbations caused

by the body of revolution attenuate at in�nity. That is, (�x; �~r)! 0 as (x2+ ~r2)!
1 so that the TSDE (2.6) becomes

K�xx + �~r~r +
1

~r
�~r = 0; (2:14)

to a �rst approximation. This is known as the Prandtl-Glauert equation. The

relevant solution to (2.14) for a closed body is that given by a dipole. An analytic

expression for the outer disturbance potential in the far-�eld can be written and the

exact functional representation is

�(x; ~r) =
D
4�

x

(x2 +K~r2)3=2
; (2:15)

where D is the dipole strength.

A relationship between the dipole strength D in (2.15), the outer perturbation

potential �(x; ~r) and the body shape F (x) can be derived by treating the non-linear

terms in the TSDE (2.6) as a right hand side to the Prandtl-Glauert equation (2.14)

and applying Green's theorem. A brief derivation of an expression for the evaluation

of D is given in Appendix A. The result is

D = Dbody+Dflow = �
Z +1

�1
F 2(x) dx + �(
+1)

Z 1

�1
dx

Z 1

0
�2x(x; ~r)~r d~r: (2:16)
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x xx(Κ − (γ + 1)φ ) φ + 1(  φ )  = 0

φ =         

φ = 

D     x
x + Kr

S(x) log r + G(x)

Figure 2.2: Boundary value problem in the physical plane

In summary, the boundary value problem for the outer disturbance potential

� consists of the TSDE (2.6) de�ned for jxj < 1, ~r > 0 subject to the boundary

condition (2.9) as ~r ! 0 for jxj < 1 (� must be bounded as ~r! 0, jxj > 1) and the

far-�eld behavior given by (2.15) with (2.16). Figure 2.2 summarizes the physical

plane boundary value problem for �(x; ~r).

2.3 The hodograph transformation

In the previous section, the boundary value problem has been written in terms

of the perturbation potential � which is dependent upon independent spatial vari-

ables (x, ~r). In the hodograph plane, this dependence is reversed and the spatial

variables are written as functions of the velocity components (�x, �~r). The aim of

this section is to discuss the transformation of the physical boundary value problem

to the hodograph.

In order to transform the physical plane equations, they are written as a system
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of �rst-order PDEs. One choice of dependent variables to do this is

w = (
 + 1)�x �K; # = (
 + 1)�~r; (2:17)

where w measures perturbations from the sonic speed and # measures the 
ow

de
ection from horizontal 
ow. The choice of variables (w;#) follows that of [4],

but later it will be changed for convenience in solving the equations numerically.

When w is positive the 
ow is supersonic, when w is negative the 
ow is subsonic

and when w equals zero the 
ow is sonic. Using these variables, (2.6) becomes

8><
>:

wwx = #~r +
1
~r#

#x = w~r

9>=
>; (2:18)

It is noticed that (2.18) can be simpli�ed by choosing the variables

R =
~r2

2
; � = ~r#; (2:19)

where R is a measure of the stream-tube area (note R � 0) and � is the radial mass


ux. Using (2.19), (2.18) becomes

8><
>:
wwx = �R

2RwR = �x

9>=
>; (2:20)

The hodograph transformation is performed by using

wx =
1

J
R�; �x = � 1

J
Rw;

wR = � 1

J
x� ; �R =

1

J
xw;

(2:21)

where

J = Jacobian of the transformation =
@(x;R)

@(w; �)
= xwR� � x�Rw: (2:22)

The transformed system is 8><
>:

wR� = xw

2Rx� = Rw

9>=
>; (2:23)
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A number of observations can be made about this new system of equations.

The variables (x;R) have moved from being independent variables to being depen-

dent variables. The factor
1

J
cancels out of the system (2.20) during the inversion

process so that the jacobian does not appear in the transformed system (2.23).

Eliminating x from system (2.23), the partial di�erential equation that has to

be solved for R(w; �) is �
Rw

2R

�
w
� wR�� = 0: (2:24)

The above hodograph version (2.24) of the TSDE is hyperbolic in the supersonic

region (w > 0) and elliptic in the subsonic region (w < 0). The behavior of the

transformed partial di�erential equation is similar to Tricomi's equation except that

it is non-linear. They are both mixed-type partial di�erential equations. In the

physical plane the region where the 
ow equation switches from being elliptic to

hyperbolic depends on the solution to the equation and can not be predicted be-

forehand. In the hodograph plane, the equations are somewhat simpler in that the

elliptic and hyperbolic regions are known from the onset of the calculation. In the

physical plane, the determining factor in the equation (2.6) was the unknown term

�x, but in the hodograph version of the equation (2.24) it is a known value of w,

namely zero.

Eliminating x from the expression (2.22) for the Jacobian yields

J(w; �) = wR2
� �

R2
w

2R
: (2:25)

Clearly, R is non-negative by de�nition in (2.19) so J < 0 in the subsonic region

w < 0. In order for the mapping from the hodograph to the physical plane to be

smooth, J must also be negative in the supersonic region w > 0, except possibly at

isolated points. This is an essential requirement for a shock-free supersonic region.

This is akin to checking that the 
ow characteristics in the physical plane are not

intersecting to form a shock in the local supersonic region. The jacobian is the
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quantity that will be computed and checked to determine if a shock-free solution

has been found. If it is true that J is negative everywhere then the hodograph

mapping is order-reversing everywhere.

In the next section the topology of the hodograph plane, where the problem

is solved, will be discussed.

2.4 The hodograph topology

The topology of the hodograph can be described by observing the result of ap-

plying the hodograph transformation to the boundary value problem in the physical

plane as formulated in section 2.2 and illustrated in Figure 2.2.

In the physical plane, the far-�eld condition is that the disturbance caused by

the body of revolution attenuates to zero far away from the body. The velocity per-

turbations (�x, �~r)! 0, which correspond to w ! �K and � ! 0 by substitution

in (2.17). The entire far-�eld 
ow in the physical plane, (x2+~r2)!1, maps to the

single point (�K; 0) in the hodograph plane. The uniform free stream at in�nity

in the physical plane becomes a singularity in the hodograph, known as the free

stream singularity. This is because all values of (x;R) emerge from the free-stream

point w = �K; � = 0: The 
ow behavior in the far-�eld of the physical plane is

modeled by 
ow due to a dipole. Writing the dipole behavior in (2.15) in terms of

the variables (w; �) and (x;R) yields an implicit representation for the behavior of

R(w; �) near w = �K; � = 0

8>>>>>>><
>>>>>>>:

� = (
 + 1)~r
@�

@~r
= �(
 + 1)

D
4�

6KxR

(x2 + 2KR)5=2

w +K = (
 + 1)
@�

@x
= (
 + 1)

D
4�

2KR � 2x2

(x2 + 2KR)5=2

9>>>>>>>=
>>>>>>>;

(2:26)

The expression (2.16) for the dipole strength D in the physical plane involves an
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integral for Dflow which can also be written in hodograph variables. The result is

Dflow =
�


 + 1

Z 1

�1
dx
Z 1

0
(w +K)2 dR =

�


 + 1

Z 1

�1
dw

Z ��

��
jJ j(w +K)2 d� (2:27)

where � 2 (��; ��) is an assumed bound for � in the hodograph plane.

Near the body in the physical plane the perturbation potential is given by

�(x; ~r) = S(x) log ~r +G(x); ~r! 0; jxj < 1:

This can be di�erentiated to give

8>>>>>><
>>>>>>:

� = (
 + 1)~r
@�

@~r
= (
 + 1)S(x) + : : :

w +K = (
 + 1)
@�

@x
= (
 + 1)S0(x) log

p
2R + (
 + 1)G0(x) + : : :

9>>>>>>=
>>>>>>;

(2:28)

The expressions in (2.28) show that as R ! 0 (~r ! 0), � ! (
 + 1)S(x) and

w ! �1 depending on the sign of S0(x). Thus, the body of revolution in the

physical plane is mapped to w = �1 with (
+1)min(S(x)) � � � (
+1)max(S(x)):

The de�nition of the source distribution function S(x) in (2.11) shows that it is

related to the shape of the body F (x) and its derivative F 0(x): It is also proportional

to the rate of change of the cross-sectional area of the body. A typical source function

is shown in Figure 2.3(a) where �� � (
 +1)min(S(x)) and �� � (
 +1)max(S(x)).

These extrema occur at x = x� and x = x� where S0 = 0: In this study, it will be

assumed that S0(x) has only two roots on x 2 [�1; 1], where the body is de�ned.
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(a) Source Distribution S(x)

(b) S0(x)

Figure 2.3: Graph of a typical source distribution and its derivative

In order to get a sense of what properties the hodograph dependent variables,

R(w; �) and x(w; �) have near the body, expressions for them can be found by
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inverting the equations which represented the near-�eld boundary conditions in the

physical plane (2.28). The dominant terms after inverting (2.28) are

8><
>:
R(w; �) = A(�)eB(�)w + : : :

x(w; �) = C(�) + : : :

9>=
>; ; (2:29)

where

A(�) =
1

2
exp [B(�) (K � (
 + 1)G0(C(�)))]

B(�) =
2

(
 + 1)S0(C(�))

C(�) = inverse function of (
 + 1)S(x):

The form of the function C(�) changes depending on which side of the hodograph

strip it is evaluated on. This is obvious by looking at Figure 2.3(a) and recalling

that C(�) is essentially the inverse of the function plotted. It can be de�ned as

C(�) =

8><
>:

C�(�) if w! �1 and �� � � � ��

C�(�) if w! +1 and �� � � � ��

where C�(�) and C�(�) are plotted in Figure 2.4.
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(a) Graph of C�(�)

(b) Graph of C�(�)

Figure 2.4: Graph of C(�) showing di�erent branches at �1

By looking at (2.29) it is seen that R decays exponentially to zero as w!�1
with � �xed, depending on the sign of B(�), while x approaches a constant, C(�).
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Looking at the plot of S0(x) in Figure 2.3(b) it is seen that for �1 < x < x� and

x� < x < 1, S0(x) and thus B(�) are positive so that these segments of the body

are mapped to w = �1; �� < � < �� in the hodograph. The section of the body for

x� < x < x� where S0(x) and B(�) are negative lies at w = +1; �� < � < ��. The

points x = x� and x = x� on the body are mapped to lines � = (
 + 1)S(x�) = ��

and � = (
+1)S(x�) = �� along which w takes all values from�1 to +1. Thus the

domain in the physical plane is mapped to an in�nite rectangular strip, �� < � < ��,

jwj <1 in the hodograph plane.

w

ν R(w,  ) = 0

R = Ae
Bw

R = Ae
Bw

R(w,   ) = 0

R constant

**
*

*

ν
*

*ν

Figure 2.5: Diagram of the hodograph topology

The two extrema x� and x� are important features of the body since they

determine the bounds �� and �� of the hodograph plane (see Figure 2.5). They also

determine the exact spot on a transonic slender body that a shock will form. In a

paper by Cole and Malmuth [5] it is proved by applying transonic small-disturbance

theory that if a shock wave forms on a slender body of revolution, it must do so

at x� or x�. Also, the supersonic zone as displayed in Figure 2.1 is anchored to

the body at these two points. If the direction of the 
ow is from nose to tail, the
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shock is expected to form at x�, the extrema point nearer to the tail. Later it will

be observed that the greatest numerical di�culties arise near these extrema points,

because they are the site of the activity which leads to shock discontinuities.

Another important feature of the problem is the property that R(w; �) de-

creases exponentially to zero in the hodograph strip as one approaches the body of

revolution at w = �1. Knowledge of this property of the solution implies that in

practice one does not need to evaluate R on an in�nite strip in order to approximate

the near-�eld boundary condition of R ! 0 as one approaches the body, since R

will be exponentially small at moderate values of w. In fact, because R decays ex-

ponentially one would think that the domain could be truncated without di�culty.

However, since G(x;K) and other data on the body itself are desired, and the body

is situated at w �1 in the hodograph, care must be taken when truncating the

domain. There is important information to be gleaned from the exponential \tail"

of the solution at w = �1:

2.4.1 Understanding the hodograph mapping

Further insight into the nature of the hodograph mapping can be derived by

comparing Figure 2.6 and Figure 2.7. This is accomplished by tracing a path along

a contour at ~r = 0 from points A to F in the physical plane and observing how

it is mapped to the hodograph plane. Point A in Figure 2.6 is in the far-�eld

where the 
ow is uniform. This point gets mapped to the free stream singularity at

w = �K; � = 0 in the hodograph (point A0). Moving from A to the nose at point B

corresponds to moving from the free stream singularity along the branch cut until

one reaches the point B0 at the leftmost edge of the hodograph strip at w = �1.

The points B, C, D and E are all on the body of revolution itself, which is mapped

to the perimeter of the hodograph plane. As one moves from the nose to the special

point x� (point C in Figure 2.6) this corresponds to moving up along the leftmost
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A D E FB C
r = 0

r = r

Figure 2.6: Domain in the physical plane

boundary to the top of the strip at point C 0. Moving from x� to x� in the physical

plane corresponds to moving along the rightmost edge of the hodograph strip at

w = +1, from C 0 to D0. The points x� and x� correspond to the entire upper

and lower horizontal boundaries of the hodograph strip itself. As one moves from

the second extrema x� at point D to the tail of the body in the physical plane at

point E this corresponds to moving up from the bottom left corner of the hodograph

region to just below the branch cut along � = 0. The tail (B) and the nose (E)

are mapped to two points which are very close to each other (B0 and E0) in the

hodograph plane, but exist on di�erent sides of the branch cut. Proceeding from

the tail back to the far-�eld far away from the body (point F ) in the physical plane

corresponds to moving in along � = 0� from the leftmost edge of the hodograph at

w = �1 to the free stream singularity at w = �K (point F 0). A second contour

in the physical plane at ~r = ~rc > 0 is mapped to a slightly curved contour just

inside the rectangular perimeter contour in the hodograph. This second contour

~rc is mapped to the dotted contour shown in Figure 2.7. Contours in the physical



23

w

ν

B

D

E

D

C

A
F

C
R=r

Figure 2.7: Domain in the hodograph plane

plane very far away from the body in the physical plane in Figure 2.6 are mapped

to the small contours near the free stream singularity shown in Figure 2.7.
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2.5 Boundary value problem for R(w; �) in the hodograph plane

The boundary value problem in the hodograph plane is summarized in this

section.

The partial di�erential equation to be solved in the hodograph strip is

�
Rw

2R

�
w
� wR�� = 0

The near-�eld boundary condition is represented by the exponential behavior of R

as it approaches the body in the hodograph plane at w = �1

R(w; �) = A(�)eB(�)w; as w!�1
R(w; ��) = 0

R(w; ��) = 0

where A(�) and B(�) are given in Section 2.4.

The far-�eld boundary condition is given implicitly by noting the behavior of (w; �)

near the origin is

� = �(
 + 1)
D
4�

6KxR

(x2 + 2KR)5=2

w +K = (
 + 1)
D
4�

2KR � 2x2

(x2 + 2KR)5=2
:



CHAPTER 3

NUMERICAL PROCEDURE

This chapter details how the boundary value problem summarized in Section 2.5

is solved numerically. A numerical grid is overlaid on the domain of interest, the

hodograph plane, and the governing partial di�erential equation is written as a

system of discrete equations. In the region where the equations are elliptic Newton's

method and successive over-relaxation are used. In the hyperbolic region, a time-

like marching scheme is used. A method of iteration is used in which the equations

representing the boundary value problem are repeatedly solved to obtain a body

possessing a shock-free 
ow, i.e. a numerical solution in the hodograph with J < 0

everywhere.

3.1 Change of variables

It is found that a change of variables is useful when solving the boundary value

problem numerically. The change of variables moves the free stream singularity to

the origin of the hodograph plane and shifts the sonic line to K=(
 + 1). From now

on, the problem shall be described in terms of the new variables

u0 =
w +K


 + 1
; �0 =

�


 + 1
; R0 = KR: (3:1)

Writing the TSDE (2.24) in the new variables and dropping the primes gives the

new version of the hodograph PDE to be solved

�
Ru

2R

�
u
+ (1 � �u)R�� = 0; where � =


 + 1

K
: (3:2)

A parameter � measuring the the compressibility of the 
ow is introduced. It is the

solution of the incompressible version of (3.2) obtained by setting � = 0 that is used

as an initial guess during the iterative solution method of the compressible boundary

25
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value problem. There are a number of quantitative di�erences between the problem

formulation in these variables and the earlier version introduced in chapter 2. It is

noted that the free stream singularity is now located at u = � = 0 and the sonic

line becomes u = 1=�: In the limit � ! 0 (K ! 1) the sonic line moves o� to

in�nity and the problem becomes subsonic everywhere. The solution behavior in

this incompressible limit is used to start the numerical iteration procedure to obtain

a shock-free solution with � > 0.

The boundary conditions in the new variables are given below. The near-�eld

boundary condition is

R(u; �) = �A(�)e
�B(�)u; as u!�1; �� < � < ��

R(u; ��) = 0; juj <1; �� = S(x�)

R(u; ��) = 0; juj <1; �� = S(x�):

(3:3)

The functions �A(�) and �B(�) are dependent on the source distribution function S(x)

similar to A(�) and B(�) described in section 2.4

�A(�) =
1

2K
exp

h
� �B(�)G0( �C(�))

i
�B(�) =

2

S0( �C(�))
�C(�) = inverse function of S(x):

Notice that the �0 introduced in (3.1) and now written without the prime means

that the factor (
 + 1) will be missing from a number of expressions introduced in

Chapter 2 but which also appear in this chapter. The far-�eld boundary condition

for R(u; �) as (u; �)! 0 is calculated implicitly from an assumed dipole 
ow, similar

to that shown in section 2.4. The equations representing the dipole 
ow near the

free stream singularity are

u =
D
4�

2R � 2x2

(x2 + 2R)5=2

� = � D
4�

6xR

(x2 + 2R)5=2

(3:4)
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where

D = �
Z 1

�1
F 2(x) dx + ��

Z 1

�1

Z ��

��
jJ ju2 d�du; (3:5)

and

J = �(1� �u)R2
� �

R2
u

2R
: (3:6)

3.2 Approximating the boundary value problem numerically

The boundary value problem given in the previous section is approximated

using �nite di�erences. The in�nite hodograph strip is replaced by a truncated

computational domain u� � u � u�, �� � � � ��. The function R(u; �) is evaluated

on a numerical grid, which is illustrated in Figure 3.1. The region near the origin

is omitted and dealt with separately using a grid re�nement procedure outlined in

subsection 3.2.2. The discrete approximation of R(u; �) is Ri;j � R(ui; �j) where ui

and �j are discrete points in the computational domain given by

ui = i�u; i = N� to N�;

�j = j��; j = M� to M�:
(3:7)

where u� = N��u, u� = N��u, �� = N��� and �� = N���. For 
exibility, the

grid spacings �u and �� are not necessarily equal.

Figure 3.1: Discretization of hodograph strip

On the numerical grid, �nite di�erences are used to produce the following

approximation to the TSDE (3.2):

1

�u2

 
Ri+1;j �Ri;j

Ri+1;j +Ri;j
� Ri;j �Ri�1;j
Ri;j +Ri�1;j

!
+(1� �ui)

(Ri;j+1 � 2Ri;j +Ri;j�1)
��2

= 0: (3:8)



28

i+1ii-1

j-1

j

j+1

Figure 3.2: Numerical stencil representing the partial di�erential
equation

This discrete form of the partial di�erential equation is valid in the interior of the

numerical domain, N� + 1 � i � N� � 1, and M� + 1 � j �M� � 1. The �rst term

on the left hand side of (3.8) results from a di�erence in \
uxes" fRu=2Rg centered
around ui+1=2 and ui�1=2 respectively. For example,

Ru

2R

����
u=ui+1=2

=
Ri+1;j �Ri;j

Ri+1;j +Ri;j
:

The 5-point stencil illustrating (3.8) is given in Figure 3.2. To numerically approxi-

mate (3.8) at the point marked by a
, all �ve points marked by an � are employed.

The boundary conditions are also discretized. The near-�eld boundary condi-

tion (3.3) is applied on the perimeter of the numerical domain. It is written as a

combination of Dirichlet conditions

Ri;j = 0; when j =M� or j = M�; for N� � i � N�; (3:9)

and Neumann conditions

2

��

Ri+1;j �Ri;j

Ri+1;j +Ri;j
= �Bj when i = N� or i = N� � 1 for j = M� � j �M�;

(3:10)
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where �Bj = �B(�j) =
2

S0(xj)
with �j = S(xj).

The far-�eld boundary condition is applied close to the origin in the hodograph

strip. The discrete condition on Ri;j is that it conforms to the behavior of the 
ow

about a dipole of strength D. Near the origin the numerical grid is re�ned by the

addition of a number of increasingly �ne grids in order to better capture the singular

behavior of R. The far-�eld condition is applied on the innermost boundary of the

�nest grid. More details of the grid re�nement structure near the origin are given

in subsection 3.2.2. The dipole strength D is computed numerically by evaluating

(3.5) on all the grids

D = Dbody + ��
X
all

grids

jJi+1=2;j+1=2ju2i+1=2 ���u (3:11)

where the Jacobian J is computed at cell centers by using

Ji+1=2;j+1=2 =
1

2�u2
(Ri+1;j +Ri;j �Ri+1;j�1 �Ri;j�1)2

(Ri+1;j +Ri+1;j�1 +Ri;j +Ri;j�1)

+(1� �ui)
(Ri;j+1 +Ri;j �Ri�1;j �Ri�1;j�1)2

4��2
:

(3:12)

More details of exactly how the far-�eld boundary condition is dealt with

during the numerical solution of the problem are given in the next subsection.

3.2.1 Far-�eld boundary condition

The far-�eld boundary condition is evaluated on the perimeter of a rectangular

contour enclosing the free stream singularity at the origin. The standard procedure

of excising a small region containing a singular point from the rest of the numerical

domain is performed. Other methods of handling the singularity, such as \subtract-

ing o� the singularity" are not convenient because the equations are non-linear. In

practical terms, a Dirichlet condition is evaluated on the perimeter of the cut-out

region. For known values of fu(k); �(k)g along the rectangular contour fx(k); R(k)g is
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obtained by solving the system

u(k) =
D
4�

2R(k) � 2x(k)
2

(x(k)
2
+ 2R(k))5=2

�(k) = �D
4�

6x(k)R(k)

(x(k)
2
+ 2R(k))5=2

:

The system is solved using Newton's method. It is written as �nding the root

of a vector function f of length 2

f(z) = 0; where z =

 
x

R

!
(3:13)

and

f =

0
BBBBBBB@

�6xR
(x2 + 2R)5=2

+
4�

D ui

2R � 2x2

(x2 + 2R)5=2
� 4�

D �j

1
CCCCCCCA

(3:14)

For notational convenience the superscript (k) is dropped. The Jacobian of the

system is calculated and is

J =
@f(z)

@z
=

0
BBBBBBB@

12R2 � 24x2R

(x2 + 2R)7=2
6x3 � 18xR

(x2 + 2R)7=2

6x3 � 18xR

(x2 + 2R)7=2
12x2 � 6R

(x2 + 2R)7=2

1
CCCCCCCA

(3:15)

The system is solved using the iterative algorithm

zn+1 � zn = J�1(zn)f(zn); n = 0; 1; : : : (3:16)

z0 given.

Due to the presence in (3.15) of terms which have di�erent orders of magni-

tude depending on position, the method of solution is not trivial. A continuation

procedure is used to obtain R and x along the inner boundary contour. The value of

R and x previously calculated at some point on the inner boundary usually su�ces
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as an initial value z(0). On � = 0 the solution to (3.13) and (3.14) can be found

explicitly, so these values are used as starting points for the continuation procedure.

In some cases, values at a neighboring point not on the boundary can be used in-

stead. Values of R are systematically calculated on the perimeter of the cut-out

region by solving the system above repeatedly and then treated as Dirichlet data in

the implementation of the far-�eld boundary condition.

3.2.2 Grid re�nement near free stream singularity at the origin

A uniform computational grid is not well suited to capturing the behavior of

R as it changes rapidly near the singularity at the origin. The grid spacings �u

and �� on the uniform grid are chosen as small as possible given the limits of the

computer, but this is still too large to adequately represent the solution there. To

rectify this problem it is decided to superimpose a series of increasingly �ne grids

on the region of the computational domain near the origin. The rationale for this

procedure, which is known as grid re�nement, is that the presence of more numerical

cells close to the origin will be able to increase the accuracy and e�cacy of resolving

R near the free stream singularity. A diagram of the grid re�nement structure near

the origin, showing k � 1 grids superimposed on the standard numerical grid, is

given in Figure 3.3(a) (k = 3).

At all interior points of all grids the di�erence equation (3.8) is solved numer-

ically with grid spacing (
�u

2`�1
;
��

2`�1
), for ` = 1; 2; : : : ; k. The value of Ri;j at points

on the outer perimeter of grid ` are obtained via interpolation from the next coarser

grid `� 1 (` > 1): At the points on the inner perimeter of grid `, Ri;j are obtained

via interpolation from the next �ner grid ` + 1 (` < k � 1). On grid 1, Ri;j on the

outer perimeter are determined by applying the near-�eld boundary condition (3.3).

On grid k, the value of Ri;j on the inner perimeter are obtained by applying the

far-�eld boundary condition and solving the system (3.14) using (3.16).
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(a) Figure showing re�nement near origin

ν

u

(b) Details of grid at origin

Figure 3.3: Grid geometry near origin

For example, in Figure 3.3(b) there are two superimposed grids on the main

grid, thus k = 3. Grids 2 and 3 have 12 by 12 grid points each. The re�nement grids

are assumed to be symmetric about the u-axis, so only the re�nement region � � 0

in Figure 3.3(b) will be discussed. The points marked by
 represent points on the
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outer perimeter of grid 2 where data is extrapolated from the coarser grid 1. The 2

points represent points on grid 2 which are extrapolated from the �ner grid 3. The

four innermost points on grid 3 marked by � represent the points where values are

determined by solving the implicit system (3.4). There is no extrapolation along the

dotted line u < 0; � = 0 because the branch cut in the hodograph is situated there.

The chosen method of interpolation is a third-order tensor product interpo-

lation. The interpolation method must be greater than second-order accurate in

order to maintain the consistency of the numerical method used to solve the second-

order PDE. Since the interpolation chosen is third-order accurate, the numerical

discretization of the solution Ri;j will be only �rst-order accurate on the boundary,

but the overall �nite di�erence scheme is still second-order accurate. As can be

seen in Figure 3.3, the number of points involved in the interpolation is very small

compared to the number of points in the entire numerical domain. Near a point

(u0; �0) on the perimeter, the form of the interpolation is

R(u; �) =
1X

i=�1

1X
j=�1

Ri;jpi(u)qj(�) (3:17)

where pi(u) and qj(�) are Lagrange interpolating polynomials

pi(u) =
1Y

k=�1

k 6=i

u� ui
uk � ui

and qj(�) =
1Y

k=�1

k 6=j

� � �j
�k � �j

: (3:18)

Figure 3.4 shows the interpolation stencil and illustrates how the interpolation

between coarse and �ne grids proceeds. The interpolation method uses a local co-

ordinate system with R(u; �) as the origin and involves the closest nine points within

one grid spacing.
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u

ν

Figure 3.4: Interpolation method between coarse and �ne grids

For example, in Figure 3.4 the interpolated value at the point marked by an

� can be calculated using the expression

R(u;
��

2
) =

1X
i=�1

1X
j=�1

Ri;jpi(0)qj(
��

2
) (3.19)

= R�1;�1p�1(0)q�1(
��

2
) +R�1;0p�1(0)q0(

��

2
) +R�1;1p�1(0)q1(

��

2
) +

R0;�1p0(0)q�1(
��

2
) +R0;0p0(0)q0(

��

2
) +R0;1p0(0)q1(

��

2
) +

R1;�1p1(0)q�1(
��

2
) +R1;0p1(0)q0(

��

2
) +R1;1p1(0)q1(

��

2
) (3.20)

where the interpolating polynomials are

p�1(u) =
u(u��u)

2�u2
; q�1(�) =

�(� ���)

2��2
;

p0(u) =
(u2 � (�u)2)

�u2
; q0(�) =

(�2 � (��)2)

��2
;

p1(u) =
u(u+�u)

2�u2
; q1(�) =

�(� +��)

2��2
:

(3:21)
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Evaluating pi(u) at u = 0 means that it will only have a non-zero value when i = 1,

as can be seen from (3.21). The expression for R(u; ��
2
) is simpli�ed from (3.20) to

R(u;
��

2
) =

3

8
R0;�1 +

3

4
R0;0 � 1

8
R0;1: (3:22)

The e�cacy of the grid re�nement procedure near the origin can be evaluated.

The incompressible boundary value problem (� = 0 in 3.2) is solved repeatedly, each

time with successively more grid re�nement at the origin. That is, the problem is

solved with numerical grids which have an increasing number of overlapping grids

and then the behavior of R(u; �) as (u; �)! 0 is examined. The asymptotic behavior

of R(u; 0) along � = 0 as u! 0 and along u = 0 as � ! 0 can be found explicitly

from equation (3.4). This produces the expressions

R(u; 0) =
1

2

� D
4�u

�(2=3)
; u! 0 (3:23)

and

R(0; �) = (3)(�3=2)
D
2��

; � ! 0: (3:24)

Figure 3.5 is a plot showing how the data approaches the limiting function as more

grids are superimposed upon the region close to the origin. The data obtained from

each grid is denoted by a di�erent symbol. Since the re�nement grids overlap, there

is often more than one symbol at a particular value of �. For example, at � � 0:04

there are four symbols. What this shows is that data obtained from a grid with �ve

overlapping grids ( denoted by the symbol 4) is more accurate than data obtained

from a grid with four overlapping grids (denoted by the symbol 5), which in turn

is more accurate than the initial data obtained from the grid with three overlapping

grids (denoted by 
). The closer the data points are to the curve representing the

explicit asymptotic solution given in (3.24), the more accurate they are. The data

from the solution with just two overlapping grids (denoted by �) is exactly on the

curve because for that grid arrangement that is the closest grid point to the origin,
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Figure 3.5: Plot showing R(0; �) on successively-�ner grids

and the value there was set explicitly to agree with the asymptotic expression in

(3.24).

In the following section, details of how the boundary value problem which

has been transformed into a set of discrete equation is solved numerically will be

discussed.

3.3 Solving the hodograph boundary volume problem numerically

The boundary value problem for R(u; �) has been restated as a series of dis-

crete equations which need to be solved numerically. Due to the mixed-type elliptic-

hyperbolic nature of the governing partial di�erential equation (3.2), the solution

method is dependent on whether the PDE is elliptic or hyperbolic at any particular

point. To avoid this complication, it is decided to solve the problem in the elliptic



37

region �rst and then to use this solution as an initial condition to compute the solu-

tion in the hyperbolic region. The solution method in the hyperbolic region involves

an explicit time-like marching scheme. Details will be given in subsection 3.3.2. The

solution method in the elliptic region involves solving a slightly di�erent boundary

value problem then that described in section 3.2. The entire problem has been re-

duced to this: given an S0(x), compute R everywhere so that J is always negative.

The details of solving the elliptic problem will be given below in subsection 3.3.1.

3.3.1 Solving in the elliptic region

The line of separation between the elliptic and hyperbolic regions corresponds

to the boundary of the sonic bubble in the physical plane and is referred to as the

sonic line. In the hodograph plane, the sonic line is the rightmost boundary of the

elliptic region and exists along u = u� = N��� = 1=�. Given provisional data

for R(u�; �) along the sonic line, the boundary value problem given in section 3.2 is

solved using this new Dirichlet data along the new boundary. The idea is to solve for

R(u; �) in the elliptic region �rst and then later solve the problem in the hyperbolic

region. The sonic line data is represented by a curve with free parameters to allow


exibility in selecting the shape. The chosen function is

Q(z) = P (z) exp

"
�z2

1 � z2

#
; jzj � 1 (3:25)

where

z(�) =
2� � �� � ��

�� � ��
; and P (z) = a0 + a1z + a2z

2 + : : : ; and � < 0:

The functional form of P (z; faig) is in
uenced by �A(�), since the near-�eld behavior

at u = u� according to (3.3) is R = �Ae
�Bu� � �A(�). The initial data used is from

the corresponding incompressible solution along u = u�: Then the function P (z)

is chosen to conform to this data, but with parameters that can be perturbed to

give the 
exibility needed to alter the sonic line data when looking for shock-free
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solutions. The new boundary condition along the far right edge of the numerical

domain is

Ri;j = Q(z(�j)); where i = N�; j = M� to M
�: (3:26)

Once the problem has been discretized on the elliptic numerical domain and

equations have been identi�ed for Ri;j at every single point the question of what

method to use to solve the equations arises. Newton's method is chosen. This is the

same method that was used to solve the implicit equations of the far-�eld boundary

conditions. In that situation the function f had two components and was dependent

on two variables. In the case of the solution Ri;j in the hodograph plane there are

(N� +N� + 1)(M� +M� + 1) components of the function F(Z), with

Zk = Ri;j ; where k = (i+N�)(M� +M� � 1) + j +M�;

with �N� + 1 � i � N� � 1 and M� � j � M� � 1: It is noted that the problem

of solving the boundary value problem numerically for Ri;j has been reduced to the

solution of F(Z) = 0 using Newton's method. It is found that the solution method

is very sensitive to the initial condition, F(Z(0)), which makes it di�cult to use this

method to produce a converged solution. Successive over-relaxation (SOR) is �rst

performed on Ri;j throughout the domain to partially solve the problem and then

Newton's method is applied. The relaxation steps are conducted by sweeping from

i = N� � 1 to N� + 1 and calculating the residual (i.e. the di�erence from zero)

involved in computing the left hand side of (3.8), the �nite di�erence approximation

to the governing PDE. The relaxation is repeated until the maximum value of the

residual on grid 1 is below a given tolerance. At that point the relaxation procedure

is conducted on the next �ner grid, until the residual on this new grid falls below the

desired tolerance. This procedure is complicated by the interpolation that occurs

between the overlapping section of the two grids. Whenever interpolation occurs as

one moves from grid to grid the points involved have a larger error than surround-

ing points, which changes the maximum value of the residual for the entire grid.



39

Remember, the points involved in the interpolation end up being only �rst-order

accurate. Thus, the relaxation procedure will oscillate between the two grids until

the residuals on both grids fall below a certain tolerance. At that point another grid

is added and the process will repeat. This is known as grid relaxation. SOR is being

conducted on a grid by grid basis. After the residual has been driven down below

tolerance on grid k, the method will bootstrap its way up to grid 1 by performing

SOR on the intermediary grids k � 1 through 2 successively. Once the method is

back on grid 1 it drives the residual below tolerance there and starts to move down

the series of grids again. This process is repeated until all the grids consecutively

give a residual error below the desired tolerance, at which time the residuals are

so small that the values of Ri;j are very close to the solution values. Using these

values of Ri;j to set Z(0), Newton's method is then used to obtain Ri;j on all the

grids at once. It takes no more than �ve Newton iterations at this point to bring

the maximum residual on all grids to below 10�8. Thus R has now been computed

everywhere in the elliptic region N� � i � N��, M� � j �M� to within tolerance.

3.3.2 Solving in the hyperbolic region

After R has been computed everywhere in the elliptic region it is computed in

the hyperbolic region using an explicit time-like marching scheme. The di�erence

scheme (3.8) can be rearranged to produce

Ri+1;j =
1 + Ti;j
1 � Ti;j

Ri;j ; (3:27)

where

Ti;j =
Ri;j �Ri�1;j
Ri;j +Ri�1;j

+ (�ui � 1)(Ri;j+1 � 2Ri;j +Ri;j�1): (3:28)

Starting from the sonic line at u = 1=� and using Ri;j and Ri�1;j from the previously

computed solution in the elliptic region, the two-step scheme (3.27) and (3.28) is

utilized to obtain Ri+1;j in the hyperbolic region. The marching scheme is used to



40

compute Ri;j until i = N�: Using (3.12), the jacobian is computed along with Ri;j

in the hyperbolic region. In order for the hodograph transformation to remain valid

the jacobian must be negative everywhere. This criterion must be met in order for a

shock-free solution to be calculated. If the jacobian is determined to be positive at

some point then the sonic line data is perturbed slightly by changing the parameters

in the P (z) function and the boundary value problem is solved again in the elliptic

region. Using this new solution in the elliptic region, the solution is extended into

the hyperbolic region by applying (3.27) and (3.28). The jacobian is re-calculated.

This procedure is repeated until a P (z; faig) function for the sonic line data is found
which after the elliptic boundary value problem is solved produces a solution with

a jacobian that remains negative wherever it is calculated in the hyperbolic region.

Once the numerical solution is known everywhere in both the hyperbolic and el-

liptic regions, and it possesses a jacobian which is negative everywhere, the strength

D of the dipole modeling the far-�eld 
ow is computed. The integrals in (3.11) are

evaluated numerically to determine whether the computed dipole strength is equiv-

alent to the inputted value used in computing the far-�eld boundary conditions. If

the two numbers are di�erent a type of �xed-point iteration is performed, by which

the computed value of D is used as the correct dipole strength and the solution in

the entire hodograph plane is re-computed. Since the dipole a�ects the 
ow mainly

in the far-�eld (near the free stream singularity at the origin in the hodograph) the

solution as a whole is relatively insensitive to changes in dipole strength and the

method converges to a single value of D after a few iterations.

3.4 Computing the body of revolution from the numerical solution

Now all aspects of the problem in the hodograph have been computed. The

goal of this thesis is to discover transonic slender bodies of revolution that are shock-

free in the physical plane. Thus R(u; �) must be used to compute x(u; �) using (2.23)
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and the two hodograph dependent variables must be inverted to obtain information

about functions of interest in the physical plane, scilicet F (x) and S(x).

If x is de�ned at the center of the numerical cells of the grid then the �rst

order system of PDEs (2.23), written in new variables, can be approximated by

�nite di�erences

xi+1=2;j+1=2 � xi�1=2;j+1=2 = (�ui � 1)(Ri;j+1 �Ri;j)

xi+1=2;j+1=2 � xi�1=2;j�1=2 =
(Ri;j+1 �Ri;j)

(Ri;j+1 +Ri;j)
:

(3:29)

Using (3.29), one value of x must be given as an initial point to start the calcula-

tion. The chosen value was xN�+1=2;1=2 = �1, representing the nose of the body of

revolution. In order to recover F (x) and S(x) from the hodograph data it is recalled

that information about the body went into the formula for the near-�eld boundary

condition on the perimeter of the hodograph strip. In fact, at large values of juij,
�j+1=2 � S(xi+1=2;j+1=2). This is the discrete version of part of the near-�eld bound-

ary condition (3.3). Once S(x) is known F (x) can be competed using numerical

integration of

F 2(x) = 2
Z x

�1
S(�x) d�x: (3:30)

Information about the body at in�nity in the hodograph comes from the formula

for the asymptotic behavior of R in the hodograph (3.3), which is written below in

the new scaled variables

R � K

2
exp

"
2

S0(x)
(u�G0(x))

#
; as u! �1:

By applying this formula on the two far edges of the numerical grid representing

juij large (i = N� or i = N� � 1), expressions for discrete values S0, G0 and F 0 can

be written

S0j =
2��

log(Ri+1;j=Ri;j)
; G0j =

S0j
2
log

2
42Ri;j

K

 
Ri;j

Ri+1;j

!i
3
5 ; F 0j =

S0j
Fj
: (3:31)
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The values of F 0j, S
0
j and G0j on the body are all needed to compute the pressure

coe�cient Cp on the body in accordance with (2.12).

The numerical procedure by which the boundary value problem formulated in

Chapter 2 is scaled slightly and then converted to a system of discrete equations has

been given in this chapter. The details of how multiple grids are used to represent

the numerical domain, the method of solving the discrete equations and how to

generate the necessary data to recover a shock-free body of revolution are also

given. An algorithm, or list of actions executed in sequence during the numerical

calculations, is given in section 3.5.

3.5 Algorithm used in numerical solution of the hodograph BVP

1 Choose body function F (x)

2 Calculate S(x) and S0(x)

3 Find roots of S0(x): x� and x�

4 Discretize the hodograph strip as shown in Figure 3.1

5 Set on-the-body boundary conditions at u = �1

6 Choose P (z; faig) function to replace boundary condition at u = +1 with given

sonic line data at u = 1=�

7 Assume a value for D, the dipole strength: Dnew

8 Set far-�eld boundary conditions near the free stream singularity at the origin by

solving the given implicit equations describing the solution behavior

9 Choose an initial condition for R everywhere in the elliptic region

10 Solve the boundary value problem numerically for R in the elliptic region
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11 Use time-marching scheme to extend solution into hyperbolic region and check

jacobian is negative everywhere its computed

12 If the computed jacobian is greater than zero at any point, go to item 6 and

iterate

13 Integrate to obtain a value for Dnum from the numerically generated 
ow �eld

14 If jDnum �Dnew j greater than tolerance, go to item 7 and iterate

15 Convert variables back into the physical plane: compute F(x) and S(x) from

numerical solution. Also G0, S0, F 0 are all needed to compute Cpbody

In the next chapter, a survey of the results obtained using this algorithm are

given.



CHAPTER 4

NUMERICAL RESULTS

In this chapter, the results of applying the numerical procedures outlined in the

previous chapter to calculate speci�c shock-free bodies will be given. The exact

details of a number of computed shock-free transonic slender bodies will be given.

Each particular shock-free body can be identi�ed uniquely by a number of

di�erent quantities. For a shock-free solution to have been computed there are a

number of functions and parameters whose values were known explicitly in order to

initiate the search: the equation of the body of revolution F (x), the dipole strength

D, the value of the transonic similarity parameter K and the functional form of the

sonic line data P (z; faig). Knowing the values of these parameters and repeating

the numerical procedures outlined in Chapter 3 will, according to TSDT, lead to

computation of bodies possessing 
ows that are shock free.

Only one of the four pieces of data necessary to compute and identify a partic-

ular shock-free solution of the boundary value problem remains invariant after being

inputted initially into the numerical method: the value of K. The other variables

are altered during the iteration process described in section 3.3. The data repre-

senting the body shape will not likely be identical to the inputted function F (x),

though it will probably be similar. Iteration on D and P (z; faig) are vital parts of
the algorithm listed in Section 3.5. The reason why K is invariant is because the

transonic similarity parameter appears directly in the governing PDE through the

value of � in equation (3.2). This value is linked to the decision of where the sonic

line will be in the hodograph plane (u = u�). Thus the value of K is a �xed feature

of the boundary value problem.

In practice the choice of where the sonic line will be in the hodograph is made

by setting u� = 2��. This �xes the value of K for the problem being solved. Since

44



45

u� = 1=�, an expression for K in terms of the dimensions of the hodograph strip can

be written

K = (
 + 1)u� = 2(
 + 1)��; where �� = S(x�): (4:1)

So, K depends on the shape of the particular body being solved, since the value of

�� is determined by the roots of S0(x;�). How the form of the initial body function

is chosen is given in the next section.

4.1 Modeling the body of revolution

The function representing the input shape of the slender body of revolution

is chosen so that the body can be either fore-aft symmetric or fore-aft asymmetric,

depending on the value of a parameter �, referred to here as the body symmetry

parameter. A body is said to be fore-aft symmetric if its functional representation is

an even function, i.e. F (x;�) = F (�x;�). The functional representation of F (x;�)
is chosen to be

F (x;�) = (1 � x2)(1 + �x) = 1 + �x � x2 � �x3; j�j small, jxj � 1: (4:2)

The parameter � is taken to be small because the initial idea was to try and obtain

solutions that are perturbations of the �rst computed shock-free body given by

Cole and Schwendeman in [8]. That body was a fore-aft symmetric body, which

corresponds to � = 0: Once a form of F (x) is known the source distribution function

S(x) and its derivative S0(x) can be obtained. (Recall that S(x) = F (x)F 0(x) from

(2.11).) Explicit expressions for S(x) and S0(x) are

S(x;�) = �+ (�2 � 2)x � 6�x2 + 2(1� 2�2)x3 + 5�x4 + 3�2x5 (4.3)

S 0(x;�) = �2 � 2� 12�x + 6(1 � 2�2)x2 + 20�x3 + 15�2x4 (4.4)

In the case of a fore-aft symmetric body, � = 0, which implies that x� = �x� and
�� = ���. The hodograph strip will be symmetric about the u-axis (� = 0). This
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solution simpli�es the numerical calculation recounted in Chapter 3 because the

solution of the entire problem can be obtained with computations performed solely

in the upper half-plane. Using the methods described in this thesis both fore-aft

symmetric and fore-aft asymmetric bodies can be computed.

In practice, it is decided to follow the convention of discretizing the hodograph

strip by choosing the grid spacings �� = �u = h, so that each numerical cell is

square as opposed to being rectangular. For convenience, the hodograph strip has

been discretized so that grid lines fall at � = ��, � = 0 and � = ��. There is a

branch cut all along the negative half of the u-axis, so to simplify the computational

procedure a grid line is desired along � = 0. Two Dirichlet boundary conditions

occur along the extreme upper and lower edges of the hodograph strip, namely along

� = �� and along � = ��, respectively, so grid lines are desired there also. This results

in a side problem to be solved in order to �nd � such that S(x�;�)=S(x�;�) is a

rational number, where x� and x� are determined by

S0(x�;�) = 0

S0(x�;�) = 0:
(4:5)

The rational number will depend on the desired ratio of grid lines. The side problem

can be summarized as 8>>>>><
>>>>>:

S0(x�;�) = 0

S0(x�;�) = 0

S(x�;�) + �S(x�;�) = 0

9>>>>>=
>>>>>;
: (4:6)

A grid symmetry parameter, � =
M�

M�
, has been introduced that represents the cho-

sen ratio of grid lines in the upper and lower half-planes. The system (4.6) can be

solved simply, using a version of the bisection method. If � = 1, then the number of

grid lines in the upper and lower half-planes is the same, so the strip is symmetric.

The third equation in the system then implies that �� = S(x�;�) = �S(x�;�) =
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���. As shown previously, that corresponds to the fore-aft symmetric problem,

where � = 0 which implies x� = � 1p
3
and x� = 1p

3
. The asymmetric values (� 6= 0)

will be perturbations of these numbers.

When discretizing the hodograph domain, the procedure is to select the ratio

of asymmetry in the hodograph region, which implies a value of �. For example,

a typical choice is 40 grid lines in the positive � half-plane compared to 36 in the

negative � half-plane. This corresponds to a value of � =
40

36
=

20

18
: The system (4.6)

Figure 4.1: � versus �

is solved and the values of x�, x� and � are computed for this particular slender

body of revolution. These values set the dimensions �� and �� of the hodograph

strip to be used in the solution of the problem. A graph of the body symmetry

factor versus the grid symmetry factor, � versus �, can be seen in Figure 4.1. This

�gure displays the range of possible values for the two symmetry parameters. A

table of choices of � with associated values of �, �� and �� is listed in Table 4.1.

These choices correspond to actual input parameters used to compute shock-free

solutions employing the methods described in this thesis. Further details about the
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computed shock-free solutions are give in the next section.

� � �� ��

20/17 -0.14560 -0.72073 0.84792
20/18 -0.09251 -0.73484 0.81648
20/19 -0.04456 -0.75139 0.79093
20/20 0.00000 -0.76980 0.76980
18/20 0.09251 -0.81648 0.73484

Table 4.1: Values of �, �, �� = S(x�;�) and �� = S(x�;�)

4.2 Computed Shock-free Bodies

In this section, detailed parameters will be given that are associated with

actual computed shock-free bodies as well as plots of the bodies themselves. Some

of these parameters are shown in Table 4.2 and Table 4.3. Table 4.2 contains the

parameters �, which represents the degree of asymmetry of the solution and K,

which represents the speed of the computed shock-free 
ow. The design Mach

number M1 for a body of standard 10% thickness is also given.

Recall from Chapter 3 that after the parameters in Table 4.1 and Table 4.2

are known, they are used to set up the numerical grid. Then the sonic line data is

adjusted and the equations solved until a shock-free solution results. Afterwards a

�xed-point iteration on the dipole strength D is employed. In Table 4.3 the value

Name � K = (1�M1
2)=(�M1)2 � M1

SFB-1 20/17 4.06999 0.1 0.98025
SFB-2 20/18 3.91912 0.1 0.98096
SFB-3 20/19 3.79648 0.1 0.98154
SFB-4 18/20 3.52721 0.1 0.98282

Table 4.2: Values of �, �, K and M1 for shock-free solutions

of the dipole strength and the value of the parameters a0; a1; a2 in P (z) describing

the equation of the given sonic line are given for each computed shock-free body.
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Name K D fa0; a1; a2g
SFB-1 4.06999 3.43760 .023, .000, .000
SFB-2 3.91912 3.23787 .011, -.002, .013
SFB-3 3.79648 3.53389 .030, -.001, .005
SFB-4 3.52721 3.15588 .016, .000, .000

Table 4.3: Values of K, D and a0, a1 and a2 for shock-free solutions

Knowledge of the parameters in these two tables is enough to describe a particular

shock-free solution. In the next few pages, relevant data for the four transonic

shock-free slender bodies of revolution, SFB-1 through SFB-4 will be plotted.

The reason why contours of the horizontal velocity are plotted is that they

indicate lines of constant pressure, i.e. they are approximate isobars. The impor-

tance of the region near the points x� and x� is dramatically illustrated. All isobars

go through these points, which means that the pressure takes on all values there.

Generating the contours is an easy task. In the hodograph plane a vertical line at

u = uconst with the valuesR(uconst; �) and x(uconst; �) becomes a contour of u = uconst

in the physical plane. In the plots of the approximate isobars of u = �x = uconst, the

dashed contours indicate subsonic 
ow when uconst < K=(
 +1), and solid contours

indicate supersonic 
ow when uconst > K=(
+1): The sonic bubble is represented by

a dotted line between the two di�erent types of lines. Note the substantial size of the

sonic bubble possessed by each of the shock-free bodies. A close up of the contours

con�rms the fact that the contours do not intersect. The appearance of \holes" in

the isobar plots near to the x� and x� points is merely a visual e�ect due to the fact

that the last data point is not plotted. The sharp change in the curves of Cp versus

x near the point x� and x� is not considered to be a shock, only a region of rapid

change, because the computed 
ow in the hodograph plane has J < 0 everywhere,

and thus the 
ow must be smooth by de�nition. The convention of plotting values

of the negative pressure coe�cient is followed throughout this chapter.

A di�cult feature to discern from the plot of each particular body is that they
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Name � F jx=1
SFB-1 0.02423
SFB-2 0.04758
SFB-3 0.02457
SFB-4 0.01414

Table 4.4: Closure deviation values for computed shock-free bodies

are not closed. In other words, the value at the tail is not exactly zero, which is

di�erent from the value at the nose, which is zero. The deviations are small (between

1% and 5%), and are tabulated in Table 4.4. It is worthwhile to mention that the

computed airfoils of Bauer, Garabedian and Korn [1] have this property also. The

shock-free body of Cole and Schwendeman [8] is closed by de�nition, because it is a

fore-aft symmetric body. The closure deviation in the body data at the tail is most

visible on SFB-2, which also explain the slight kink in the Cp curve at x = 1:
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(a) Isobars around SFB-1

(b) Pressure Coe�cient on SFB-1

Figure 4.2: Data for shock-free body number 1, SFB-1
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(a) Isobars around SFB-2

(b) Pressure Coe�cient on SFB-2

Figure 4.3: Data for shock-free body number 2, SFB-2
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(a) Isobars around SFB-3

(b) Pressure Coe�cient on SFB-3

Figure 4.4: Data for shock-free body number 3, SFB-3
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(a) Isobars around SFB-4

(b) Pressure Coe�cient on SFB-4

Figure 4.5: Data for shock-free body number 4, SFB-4
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4.3 Detailed features of shock-free solutions

In this section more details of the shock-free solutions will be given. Examples

of four computed shock-free bodies, together with isobar contours, have been shown

in the previous pages. In Figure 4.6 a surface plot with contours illustrates an

actual computed solution R(u; �) to the hodograph version of the transonic small-

disturbance equation given in Chapter 3. Notice the singular behaviour at the

origin and the exceedingly rapid decay as one moves away from that point. In fact

Figure 4.6 indicates that the solution R(u; �) decreases exponentially as u ! +1.

This behavior is in accordance with the near-�eld boundary condition (3.3) given in

Chapter 3. So, despite the fact that this boundary condition was replaced by the

Figure 4.6: Surface plot of R(u; �) from numerical hodograph solution
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Dirichlet data along the sonic line at u� in practice, it is observed that the computed

solution satis�es the exponential decay condition as desired.

Other features of the computed solution (this one corresponds to SFB-3) can

be observed by looking at the contours in Figure 4.6. For example, along � = 0 for

u < 0 the solid line indicates the branch cut which was described in the mathematical

theory given in Chapter 2. The shape of the contours illustrates the fact the far-�eld

resembles that of a dipole.

Figure 4.7: Sonic line data used to compute the SFB-1 solution

In Figure 4.7 the dashed lines are examples of alternate sonic line data that

were used to try and generate the shock-free solution corresponding to SFB-1 are

shown. The solid line is the actual sonic line data used to generate SFB-1. The initial

curve comes from the solution to the incompressible version of the transonic small-

disturbance equation. As described in Chapter 3, the algorithm involves setting the

sonic line data, solving the entire hodograph boundary value problem and checking
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the jacobian. If the jacobian is non-negative somewhere, the sonic line data is altered

and the procedure repeated until J < 0 in the entire hyperbolic region. The precise

sonic line data used to generate the shock-free solution corresponding to SFB-1 is

given by the function

R(u = u�; �) = 0:023 exp

" �z2
1� z2

#
; where z(�) =

2� � �� � ��

�� � ��
:

The determination that a shock-free solution has been computed is derived

from the behavior of the jacobian of the hodograph transformation. The jacobian

must be negative everywhere it is computed. How the jacobian changes as the

sonic line data is massaged to produce a shock-free solution is shown in Figure 4.8.

The importance of the extrema of the source distribution function, which in the

hodograph are mapped to the singular lines � = �� and � = ��; is demonstrated. It

is a very subtle e�ect. Along these singular boundaries of the hodograph plane the

Jacobian appears to \bunch up" and become positive. As soon as that happens the

solution is no longer single-valued and information about the hodograph solution can

not be translated into happenings in the physical plane. In other words, it no longer

corresponds to a solution which is smooth. We refer to these non-smooth solutions

as shocked. The \bunching" phenomenon can be observed by comparing the �gures

in Figure 4.8. By looking at the surface plots and the contours below one can see

that Figure 4.8(a) and Figure 4.8(b) have a ridge along the left boundary, which in

the contour plots correspond to a concentration of contour lines. In Figure 4.8(c),

which is displaying the jacobian of the shock-free solution, there is no such ridge

and the contour plot is noticeably di�erent from the one in Figure 4.8(a), which

displays the jacobian for a shocked solution.

There are other indicators of a shock-free solution apart from looking at the

jacobian. The calculation of the jacobian is the most important one, because if it

is non-negative then computations in the hodograph are meaningless, because the

solution can no longer be translated to the physical plane.
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Another indicator of a shock-free solution is that like characteristics do not

cross each other. The characteristics of the governing partial di�erential equation,

the hodograph version of the transonic small-disturbance equation (3.2), can be

computed and plotted in the hodograph plane. This is done be re-writing (3.2) as

Ruu + 2R(1 � �u)R�� � Ru
2

R
= 0 (4:7)

so that the characteristics are given by

d�

du
= �

q
2R(�u � 1): (4:8)

The equation for the characteristics in the hodograph (4.8) is integrated numeri-

cally using the trapezoidal rule and plotted. Knowing R everywhere on the grid,

the right-hand side of (4.8) becomes a function of (u; �); using a suitable interpo-

lation scheme. This implicit equation is then solved using the bisection method to

obtain a set of (u; �) values representing the hodograph characteristic curves. The

results of doing this for the SFB-4 body are shown in Figure 4.9(a). One can calcu-

late the physical plane characteristic curves by using the (u; �) values representing

the hodograph characteristics to calculate corresponding (x;R) values and use these

values to plot the characteristics in the physical plane. In Figure 4.9(b) the phys-

ical plane characteristics are the image of the hodograph characteristics plotted in

Figure 4.9(a). In both �gures it is clear that characteristics of a similar type do not

cross each other. The only exception is at x� and x� in Figure 4.9(b) where like

characteristics appear to be very close to one another. An extreme closeup reveals

that they do not, in fact, intersect. However, once again these plots illustrate the

importance of the extrema points.

Unfortunately, the hodograph data near the extrema points is di�cult to ob-

tain accurately enough to de�nitively resolve the details of shock formation in the

physical plane. This can be seen by looking at the plots of F (x), S(x), S0(x)
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(a) Hodograph plane characteristics

(b) Physical plane characteristics

Figure 4.9: Characteristic curves associated with SFB-3 solution
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and G0(x) associated with the hodograph-designed body SFB-2 in Figure 4.10, Fig-

ure 4.11, Figure 4.12 and Figure 4.13 respectively. Since the expression for Cpbody

involves the functions plotted in the above �gures, this is the reason for the dis-

continuities seen near the x� and x� points for all the plots of Cp given for SFB-1,

SFB-2, SFB-3 and SFB-4 earlier in the chapter. However, there are some features

which are worth commenting on. Notice the 
at nature of the pressure coe�cient

plot between the extrema points and the sudden drop near both the nose and the

tail of the body. From the placement of the actual data points obtained from the

hodograph it is easy to see why no de�nitive statement about the shock-free nature

of the 
ow can be made. The data is too coarse to resolve the question of whether

a jump in Cp is occurring at x = x�. It is clear that even if a shock is present, it is

not a very substantial one.

The claim that shock-free solutions have indeed been computed is supported

by all the �gures displayed in this chapter. It is supported by the lack of intersections

in the plots of the characteristics in Figure 4.9(a) and Figure 4.9(b), as well as the

degree of smoothness in the jacobian surface plot of Figure 4.8(c) and all the isobar

plots.

The computations were performed for the most part on an IBM 3090-200S

though at times a Sun SparcStation-2 and later, a Sun SparcStation-10 were em-

ployed. Typical values of N�; N�;M� and M� were N� = 20, N� = 18, M� = 180

and M� = 180, resulting in a grid with about 16 000 data points. On a Sparc-10

the maximum residual is reduced to below tolerance (1:0x10�8) in around 4 hours.

So far in this chapter the results and signi�cant details of numerical solution of

the compressible boundary value problem were given to show that shock-free 
ows

can be computed in the hodograph plane. In the next chapter, information will

be given about solving the problem in the physical plane and verifying that the

hodograph-designed bodies also possess shock-free 
ows in the physical plane.
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Figure 4.10: Body function F (x) data for the SFB-2

Figure 4.11: Source distribution S(x) data for the SFB-2
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Figure 4.12: S0(x) data for the SFB-2

Figure 4.13: Plot of G0(x) data for the SFB-2



CHAPTER 5

PHYSICAL PLANE CALCULATIONS

Another means of determining shock-free transonic slender bodies of revolution is

to directly solve the boundary value problem for �(x; ~r), the perturbation potential

in the physical plane. The ability to compute the 
ow around a given slender body

of revolution at a given speed is useful in con�rming that shock-free 
ow exists

around the hodograph-designed bodies of Chapter 4. More importantly, \o�-design"

computations of the 
ow around these bodies can be conducted.

The boundary value problem in the physical plane for the velocity perturbation

potential �(x; ~r) is solved numerically. The salient details of the physical plane

boundary value problem from Chapter 2 are summarized below.

The governing partial di�erential equation to be solved (2.6) is

(K � (
 + 1)�x)�xx + �~r~r +
1

~r
�~r = 0; jxj <1; ~r > 0: (5:1)

The near-�eld boundary condition (2.13) is

�(x; ~r)! S(x) log ~r +G(x); as ~r! 0; jxj � 1

�(x; ~r) bounded, for ~r = 0; jxj > 1:
(5:2)

The far-�eld boundary condition (2.15) is

�(x; ~r)! D
4�

x

(x2 +K~r2)3=2
; as (x2 + ~r2)1=2 !1 (5:3)

where

D = Dbody +Dflow = �
Z +1

�1
F 2(x) dx + �(
 + 1)

Z 1

�1
dx
Z 1

0
�2x(x; ~r)~r d~r: (5:4)

In order to solve the problem numerically, it must be approximated discretely

similar to the procedure outlined in Chapter 3 for the hodograph version. A rect-

angular numerical grid is overlaid on a truncated version of the domain of interest

64
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of the boundary value problem, the upper half-plane. A grid is de�ned as

xi = i�x; �n � i � n + 1;

~rj = ~rj�1 +�~rj; 1 � j � m; ~r0 given.
(5:5)

The numerical grid is scaled exponentially so that there are more grid points as the

Figure 5.1: Exponentially-scaled numerical grid employed in (x; ~r)
plane

x-axis is approached at ~r = 0: This can be seen from the diagram of a typical grid

given in Figure 5.1. The governing PDE (5.1) is discretized using a conservative

�nite di�erence scheme with �i;j � �(xi+1=2; ~rj+1=2). That is, �i;j is de�ned at cell-

centers. (5.1) is re-written in conservative form as

@P
@x

+
@Q
@~r

= 0; (5:6)

where

P = ~r

 
K � (
 + 1)

2

@�

@x

!
@�

@x
and Q = ~r

@�

@~r
: (5:7)

The discretized form of (5.6) is

1

�x

�
Pi+1=2;j �Pi�1=2;j

�
+

2

�~rj +�~rj+1

�
Qi;j+1=2 �Qi;j�1=2

�
= 0 (5:8)

where

Pi+1=2;j =

8>>>>>>>><
>>>>>>>>:

~rj

 
K � 
 + 1

2

�i+1;j � �i;j
�x

! 
�i+1;j � �i;j

�x

!
if elliptic

~rj

 
K � 
 + 1

2

�i;j � �i�1;j
�x

! 
�i;j � �i�1;j

�x

!
if hyperbolic

(5:9)
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and

Qi;j+1=2 =
�i;j+1 � �i;j

log ~rj+1 � log ~rj
: (5:10)

The test for whether the 
ow is elliptic or hyperbolic is

if

 
�i+1;j � �i�1;j

�x

!
>

K


 + 1
) elliptic 
ow,

if

 
�i+1;j � �i�1;j

�x

!
<

K


 + 1
) hyperbolic 
ow.

(5:11)

The two separate formulas given in (5.9) for P are an attempt to recognize the nature

of the mixed-type PDE (5.1). The discretization scheme for Q given in (5.10) is used

in order to accurately discretize this 
ux near ~r = 0: Note that farther from ~r = 0

the scheme becomes equivalent to standard centered di�erencing. Further discussion

of the discretization of Q will be postponed to section 5.1.

It is commonly known that elliptic equations and hyperbolic equations re-

quire di�erent types of discretizations schemes. Stable hyperbolic schemes must

re
ect the fact that information carried by the equation is directional. In (5.9),

the direction of the 
ow is the same direction information travels in the hyperbolic

scheme. In the discretization of elliptic PDEs the property that information at

each point in the domain a�ects every other point in the domain must be repre-

sented in the di�erence scheme. The di�erence scheme given in (5.9) recognizes

the dual nature of the K�arm�an-Guderley equation and alters the scheme when the


ow is elliptic or hyperbolic. This technique is known as the Murman-Cole switch-

ing method and was introduced in [7]. It is the classical solution to the problem

of numerically discretizing mixed-type elliptic-hyperbolic partial di�erential equa-

tions. Other methods of discretization have been developed, most notably the use

of arti�cial viscosity, so that instead of a sudden binary switch between the di�erent

discretizations, a phased-in approach is used. The work of Engquist and Osher in

[9] is another possible method.
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Two observations about the chosen method of numerical solution of (5.1) can

be made. The �rst is that it is the discretization of the conservative form of the

TSDE that is being conducted. The conservative form was chosen because the work

of Lax and Wendro� [15] suggests that possible shock formation will be captured

accurately. The second observation is that the local truncation error of the dis-

cretizations in (5.9) are di�erent. The hyperbolic discretization is �rst order O(�x),

while the elliptic discretization method is second order O(�x2): These discretization

methods were chosen because it is believed that only a small fraction of the points

in the numerical grid will be hyperbolic so a more complex discretization method

was not necessary. The shock-jump conditions used to model the 
ow across shock

waves are �rst-order accurate, which sets the accuracy of shock capturing. Other

higher-order methods of hyperbolic discretizations are also given in [7].

The boundary conditions for �(x; ~r) are also approximated numerically. The

near-�eld boundary condition is treated by imposing the condition that the 
ux

Q = (~r�~r)j~r=0 is equal to the source distribution function S(x). This is discretized

as

�i;j+1 � �i;j
log ~rj+1 � log ~rj

= S(xi); at j = 0;�nb � i � nb � 1: (5:12)

The body of revolution exists between �nb � i � nb, which corrresponds to jxj � 1.

The far-�eld boundary condition is that �i;j is prescribed along the outer perimeter

of the numerical grid by

�i;j =
D
4�

xi
(x2i +K~r2j )

3=2;
(5:13)

where

D � Dbody + �(
 + 1)
X
i

X
j

~rj

 
�i;j � �i�1;j

�x

!2

�x�~rj: (5:14)

The integral forD is approximated numerically and evaluated using a two-dimensional

version of the Midpoint rule.
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5.1 New numerical discretization scheme

The discretization scheme for Q involving the ~r-derivatives uses a new scheme

discovered while trying to accurately calculate the perturbation potential near the

body at ~r = 0, namely �i;0. In order to calculate the function G(x) in (5.2) the

perturbation potential � needs to be evaluated as ~r ! 0. However, at ~r = 0 the

K�arm�an-Guderley equation (5.1) is singular. Many di�erential equations written

in cylindrical or spherical co-ordinates have this property. Often the boundary

condition is simply that the solution is bounded at the singular point. However, in

the case of the boundary value problem for �(x; ~r) the boundary condition comes

from an inner solution (described in Appendix B) which imposes the condition that

� blows up along ~r = 0; jxj � 1: The important features of the singular behavior

of � can be investigated by solving the associated boundary value problem for u(~r)

shown below:

d

d~r

 
~r
du

d~r

!
= 0; (5.15)

~r
du

d~r

�����
~r=0

= S; (5.16)

u(1) = G: (5.17)

The exact solution to the above boundary value problem is

u(~r) = S log ~r +G; 0 � ~r � 1: (5:18)

This solution has a singularity along ~r = 0 (u ! �1 as ~r ! 0 for S 6= 0): An

investigation of the singular nature of � as ~r ! 0 can be made by numerically

solving the boundary value problem for u(~r) using standard centered di�erencing

for (5.15) on a uniform grid given by ~rj = j�~r where u(~rj) = uj:

1

�~r

( 
~rj+1=2

uj+1 � uj
~rj+1 � ~rj

!
�
 
~rj�1=2

uj � uj�1
~rj � ~rj�1

!)
= 0; (5:19)
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with

~r1=2
u1 � u0
~r1 � ~r0

= S; (5:20)

and

um = G; (5:21)

where S = 1, G = 5 and �~r = (~rmax � ~r0)=m: Note that (5.19) can also be

Figure 5.2: � = u(~r0)� S log ~r0 versus ~r0 (for S = 1, G = 5)

represented as

1

�~r

n
Q̂j+1=2 � Q̂j�1=2

o
= 0; where Q̂j = ~rj

uj+1 � uj
~rj+1 � ~rj

:

When the system de�ned by (5.19),(5.20) and (5.21) is solved repeatedly with m =

100 and ~rmax = 1 using decreasing values of ~r0 the graph in Figure 5.2 is the result.

This indicates that the closer to ~r = 0 the boundary condition (5.17) is applied,

the less accurate the numerical solution becomes. In other words, the value of

�(~r) = u(~r)� S log ~r diverges from the expected value of G as ~r0 ! 0.



70

However, by using an alternative di�erencing similar to that of Q introduced

in the previous section (5.15) becomes

1

�~r

( 
uj+1 � uj

log ~rj+1 � log ~rj

!
�
 

uj � uj�1
log ~rj � log ~rj�1

!)
= 0: (5:22)

By observation, (5.22) is solved exactly by uj = S log ~rj + G, the numerical repre-

sentation of the exact solution (5.18). Another way to show the di�erence between

the usual discretization method (5.19) and the special discretization (5.22) for the

sample boundary value problem (5.15)-(5.17) is to look at the respective truncation

errors, � and �̂ :

�j = ��~r2

24
(~rju

000
j )
0 (5.23)

�̂j = ��~r2

24

"
~rju

000
j �

 
2u0j
~rj

!#0
; (5.24)

where 0 signi�es an ~r derivative. If u(~r) has the form given in (5.18), � � 0 while

�̂j =
1

6

�~r2

~r3j
:

If ~rj � O(�~r) then clearly �̂j � O(
1

�~r
); which does not go to zero as �~r ! 0. Thus

the new method will be exact, while the other method will not even be consistent.

This explains the behavior of � displayed in Figure 5.2 which is the result of using

the same �~r and repeatedly solving the boundary value problem for u(~r) with

decreasing values of ~r0. As soon as ~r0 becomes less than the �~r used on the grid,

the truncation error of the usual scheme begins to grow, causing the diversion of

�(~r0) from the expected value of u(~r0) � S log ~r0 = G: For the alternate scheme,

�(~r0) = G regardless of how small ~r0 is, as the dotted line in Figure 5.2 illustrates.

It should be noted that the principle behind the alternate scheme is similar

to the method used to develop the Scharfetter-Gummel scheme introduced in [22],

which occurs in semiconductor design. This new di�erencing scheme can be applied

to equations which resemble the Laplace equation in spherical and cylindrical co-

ordinates which have similar singularities at ~r = 0.
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5.2 Numerical solution of the physical plane boundary value problem

The boundary value problem for �(x; ~r) in the physical plane consisting of

(5.1), (5.2) and (5.3) has been reduced to a set of simultaneous discrete equa-

tions for �i;j which must be solved numerically. The method chosen is successive

line relaxation because of its simplicity of implementation. Generally, the iteration

method converges slowly, requiring thousands of iterations. Other methods, such

as Newton's method or using multiple grids could be used to increase the speed of

convergence but this was not considered necessary for the calculation at hand.

Let the solution �i;j along a vertical column of the computational mesh be

given by

Xi =

0
BBBBBBBBBBBBB@

�i;1
...

...

...

�i;m

1
CCCCCCCCCCCCCA

whereXi is a m-dimensional vector. The system of discrete equations can be written

as F(Xi) = 0 and one iteration of Newton's method is performed by solving the

system

JidXi = �F

for dXi; where Ji =
@

@�i;k
Fi(�i;1; �i;k; : : : ; �i;m) for 1 � k � m. This is equivalent

to doing one line relaxation step on Xi by updating Xi
new = Xi

old + dXi: The line

relaxation process is repeated as the method sweeps from i = �n + 1 to n � 1.

The direction of the sweep corresponds to the direction of the 
uid 
ow across the

body, from nose to tail. In the far-�eld, � is updated using the expression (5.3)

for the assumed dipole 
ow. The value of the dipole strength D, which depends on

the solution �(x; ~r), is computed by evaluating the integrals in (5.4) approximately

using the Midpoint Rule with the current value of �i;j every one hundred relaxation
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sweeps.

5.3 Numerical experiments in the physical plane

Once it has been established that a computer code has been developed which

accurately solves the boundary value problem for �(x; ~r); investigations can be con-

ducted of the shock-free results obtained from the hodograph calculations outlined

in Chapter 4. One aspect of the usefulness of the code is that o�-design conditions

can also be investigated. The computer code acts as a \numerical wind tunnel" in

which experiments can be conducted to investigate 
ow around slender bodies at

transonic speeds.

One such experiment involves comparing the computed 
ow about the initial

shape, which is shocked, and the designed �nal shape, which is shock-free. Referring

to Chapter 4 which contains details on a number of bodies possessing shock-free 
ows

computed in the hodograph, input values of � and K to use in the physical plane

calculation are obtained. The physical plane computations are used a means of

validating the hodograph results and investigating o�-design conditions.

For example, computing around a body generated by substituting � = �:09251
in F (x;�) at K = 3:919 in the physical plane results in a solution whose isobars are

displayed in Figure 5.3. By setting m = n = 100 in (5.5) and nb = 50 in (5.12) the

numerical grid used to produce this solution has 201 points in the x-direction with

100 points in the ~r-direction, exponentially scaled, similar to Figure 5.1. Running

on a Sparcstation-10, the maximum residual on all �20 000 points on the numerical

grid falls below 10�4 after �8000 sweeps in about 25 minutes. A distinct shock is

clearly visible by the coalescence of the isobars. Figure 5.4 shows the plot of G0(x)

versus x for this K = 3:919 solution. The typical graph to show the shock-free

nature of the 
ow would be of the pressure coe�cient Cpbody versus x. However

since Cpbody is essentially the same as G0(x), in this chapter graphs of G0(x) are
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Figure 5.3: Contour plot of u = �x(x; ~r) for � = �:0925 and K = 3:919

Figure 5.4: Physical plane G0(x) data for � = �:0925 and K = 3:919
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given. If one examines the expression for Cpbody(x) given in (2.12) and derived in

Appendix B, it is clear that the function which acts as a source for jumps is the

function G0(x). The other functions F (x), F 0(x) and S0(x) in (2.12) are all relatively

smooth functions, since F is smooth. The jump in the G0 data at x � 0:38 makes

it clear the 
ow around this particular body possesses a shock.

Figure 5.5: Di�erence between input and output source distribution
data for SFB-2

The outputted source distribution data that is computed from the discrete

hodograph variables xi+1=2;j+1=2 and Ri;j is not the same as the inputted function

S(x;�). The iterative solution algorithm described in section 3.5 has resulted in data

which are perturbations of the inputted function S(x;�). Figure 5.5 illustrates the

di�erence between input and output source distributions used in the hodograph.

This output source distribution is the source distribution data for the shock-free

hodograph-designed body SFB-2. Figure 5.3 and Figure 5.4 illustrate that the

computed 
ow around a body with a source distribution function represented by
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Figure 5.6: Contour plot of u = �x(x; ~r) for SFB-2 at K = 3:919

Figure 5.7: Plot of G0(x) for SFB-2 at K = 3:919



76

the dotted line in Figure 5.5 clearly possesses a distinct shock. Using a smoothed

version of the SFB-2 source distribution data as input (shown as the solid line in

Figure 5.5), the physical plane code is run again at the same value of K used to

produce Figure 5.3. This value of K, 3.919, is the design value for SFB-2. The

result is a contour plot shown in Figure 5.6 which is dramatically di�erent from the

previous contour plot in Figure 5.3. It is clear that the distinct shock of Figure 5.3

has disappeared, replaced by a possible weak shock near the extrema point x� in

Figure 5.6. It is not a surprise that the isobars indicate a shock-free 
ow, since

SFB-2 (and the others SFB-1, SFB-3 and SFB-4) were designed to be shock-free at

their own particular value of K.

The G0(x) data for 
ow around the hodograph-designed body SFB-2 in the

physical plane is shown in Figure 5.7. It is qualitatively di�erent from the G0(x) data

shown in Figure 5.4. But G(x) in the physical plane calculation is a di�cult expres-

sion to evaluate on the body since it is the di�erence between two large quantities

j�i;0 � S(xi) log ~r0j as ~r0 ! 0. It was during the search to improve the accuracy of

this computation that the new discretization scheme given in section 5.1 was found.

It should not be hard to see the connection between computing �(~r0) accurately in

Section 5.1 and computing G(x) on the body. Using the new discretization improves

con�dence in the calculation of G(x), with the proviso that the data for S(x) must

be reliable. The computation of G(x) is extremely sensitive to the nature of S(x).

However, due to the geometry of the hodograph plane, S(x) is di�cult to recover

accurately near x� and x�, the extrema of S0(x). As noted in chapter 2, these points

are mapped to the singular horizontal lines � = �� and � = �� in the hodograph.

Unfortunately, it is exactly at these extrema where information about the source dis-

tribution needs to be the most accurate. It is shown by Cole and Malmuth in [5] that

shocks if they do form, will attach themselves to the body at precisely these points.

As can be seen in Figure 4.8 from Chapter 4, it is along these singular boundaries
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of the hodograph that the Jacobian surface plots exceed the shock-inducing value

of zero. Using the data available one is not able to say with certainty whether the

slight dips in G0(x) apparent in Figure 5.7 indicate the occurrence of weak shocks

or the result of inaccurate or missing data in S(x) obtained from the hodograph

near the extrema x� and x�. However the 
at shape of the G0(x) curve over more

than half the body is reminiscent of the numerical results for shocked supercritical


ow over bodies given by Krupp and Murman in [14]. It is clear that the pressure

distribution has been dramatically altered by using the hodograph-designed source

distribution as input.

Investigations into how the computed 
ow around hodograph-designed bodies

changes for o�-design conditions can be conducted. According to the hodograph

data the 
ow is only shock-free at the design value of K because it is only at this

particular value of K that the jacobian remains negative everywhere in the hodo-

graph plane. In Figure 5.8(a) and Figure 5.8(b) contour plots can be seen for values

of K 10 percent above and below the design K of 3.919. When K is decreased the

likelihood of shock development increases because the disturbances caused by the

body are greater. Also, the volume of the supersonic bubble is larger. However, no

substantial di�erence in the 
ow is observed, as the similarity in the contour plots

indicates. In fact, Figure 5.9 depicts plots of the pressure coe�cient (actually G0)

along the body at various values of K other than the design K for SFB-2. The fact

that a shock only forms after a signi�cant variation in K (about 25% smaller than

the design K) supports the claim that indeed shock-free transonic 
ows exist around

bodies of revolution at speeds di�erent from the design parameters. The results of

exploring the o�-design behavior of the hodograph-designed shock-free body SFB-2

given in Figure 5.8(b) and Figure 5.9 support the claim that transonic 
ows around

slender bodies of revolution with little or no shock waves present can be computed

with regularity.
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(a) Contour plot at o�-design K=4.311 (�K = +10%)

(b) Contour plot at o�-design K=3.527 (�K = -10%)

Figure 5.8: Isobars around hodograph-designed body SFB-2 at o�-
design conditions
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CHAPTER 6

DISCUSSION AND CONCLUSIONS

Numerical computations have been made in the hodograph plane to compute solu-

tions of the transonic small-disturbance equation which are everywhere continuous.

These solutions correspond to 
ows around shock-free transonic slender bodies. The

condition for a shock-free solution in the hodograph plane is that the jacobian of

the hodograph transformation is strictly less than zero in the entire plane. The

algorithm involves setting the initial shape of the sonic line and then computing the

corresponding subsonic and supersonic 
ows. A number of shock-free bodies, both

fore-aft symmetric and fore-aft asymmetric, were calculated using this method in

the hodograph plane.

Numerical calculations are also carried out in the physical plane to verify the

shock-free nature of the hodograph-designed bodies and to investigate o�-design

conditions. In the physical plane, the bodies appear to have small weak shocks

attached to them. These shocks do not substantially increase in size or strength

when the physical plane computations are conducted at values of the transonic

similarity parameter K = (1 � M2
1)=(M1�)2, which di�er from the hodograph

design value by up to 20%.

These results show that a systematic algorithm to design (nearly) shock-free

transonic slender bodies has been developed. The fact that the 
ows remain nearly

shock-free for a range of the parameters M1 and � illustrates the practical nature

of the design method introduced in this thesis.

Future work will involve improving some technical numerical features of the

calculations in order to more accurately resolve the apparent small weak shocks

apparent at the extrema points. Other methods of verifying the shock-free nature of

the 
ow around the hodograph-designed bodies by solving the full potential equation

80
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instead of the transonic small-disturbance approximation can be considered. The

idea of using the hodograph-designed bodies as starting points for shock-free design

in the physical plane is another avenue for future research.
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APPENDIX A

The Dipole Strength Integral

The value of the strength of the dipole D is obtained from re-writing the K�arm�an-

Guderley equation (2.6) as an inhomogeneous form of the Prandtl-Glauert equation

(2.14) and then applying Green's Theorem. To wit, the TSDE is re-written as

K�xx + �~r~r +
1

~r
�~r = (
 + 1)�x�xx: (A:1)

This can be written as

�xx +
1

K
�~r~r +

1

K~r
�~r =

(
 + 1)

2K

@�2x
@x

: (A:2)

If one lets r̂ =
p
K~r then

@

@r̂
=
d~r

dr̂

@

@~r
=

1p
K

@

@~r
; and

@2

@r̂2
=

1

K

@2

@~r2
:

Thus the previous equation can be rewritten as

r̂2� � 1

r̂
�r̂ + �r̂r̂ + �xx =

�

2

@�2x
@x

:

Recall that the fundamental solution for the Laplace equation in three-dimensional

cartesian co-ordinates is

G(x; y; z; �; �; �) = � 1

4��
; where � =

q
(x� �)2 + (y � �)2 + (z � �)2: (A:3)

By de�nition, the fundamental solution vanishes at in�nity and solves the equation

r̂2G = �(�) = �(x; y; z; �; �; �):

Applying this information to Green's formula

Z
V
(Gr̂2�� �r̂2G) dV =

Z
@V
(G @�
@n
� �

@G
@n

) dA (A:4)
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produces

ZZZ
V

�
G(x� �; y � �; z � �)r̂2�(�; �; �)� �(�; �; �)r̂2G(x; y; z; �; �; �)

�
d�d�d�

=
Z
@V
(G @�
@n
� �

@G
@n

) dA

(A:5)

and ZZZ
V

 
G(x� �; y � �; z � �)

�

2

@�2�
@�

!
d�d�d� � �(x; y; z)

= �
Z
A1
(G @�
@n
� �

@G
@n

) dA�
Z
A2
(G @�
@n
� �

@G
@n

) dA:

(A:6)

The above can be re-written so that

�(x; y; z) = I1 + I2 � I3 (A:7)

where

I1 =
Z
A1
(G @�
@n
� �

@G
@n

) dA; (A:8)

I2 =
Z
A2
(G @�
@n
� �

@G
@n

) dA; (A:9)

and

I3 =
ZZZ

V

@G
@�

(x; y; z; �; �; �)
�

2
�2� d�d�d�: (A:10)

The two areas A2 and A1 are the external surface of an expanding sphere, and the

extenal surface of a contracting cylinder, respectively.

A.1 Evaluating I1

The knowledge that the integral is in cylindrical co-ordinates should be used

so that the expressions can be made more speci�c.

I1 =
Z 1

�1

Z 2�

0
(G @�

@�̂
� �

@G
@�̂

)�̂d�d� (A:11)

The Green's function and � can be written in the (�; �̂) variables

G(�; �̂) =
�1
4�

[(x� �)2 + r̂2 + �̂2 � 2r̂�̂ cos �]�1=2:
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In Chapter 2 it is given that as ~r! 0, the perturbation potential � takes the form

�(x; ~r) = S(x) log ~r +G(x), which can be written as

�(�; �̂) = S(�) log(
�̂p
K
) +G(�) + : : :

The derivatives of the functions � and G will also be needed

@G
@�

= �x� �

4�
[(x� �)2 + r̂2 + �̂2 � 2r̂�̂ cos �]�3=2 (A.12)

@G
@�̂

=
�̂� r̂ cos �

4�
[(x� �)2 + r̂2 + �̂2 � 2r̂�̂ cos �]�3=2 (A.13)

@�

@�
= S0(�) log(

�̂p
K
) +G0(�) + : : : (A.14)

@�

@�̂
=

S(�)

�̂
+ : : : (A.15)

The integral I1 is evaluated on the surface of a cylinder of radius �̂0. By substituting
the above derivatives into the expression (A.11) for I1 the integral becomes

I1 =
Z 1

�1

Z 2�

0
�̂0d�d�

( 
S(�)

�̂0

!��1
4�

[(x� �)2 + r̂2 + �̂20 � 2r̂�̂0 cos �]
�1=2

�

�
 
S(�) log(

�̂0p
K
) +G(�)

!  
�̂0 � r̂ cos �

4�
[(x� �)2 + r̂2 + �̂20 � 2r̂�̂0 cos �]

�3=2
!)

(A:16)

Taking the limit as �̂0 ! 0 of I1 produces

I1 =
Z 1

�1

Z 2�

0
�S(�)

4�
[(x� �)2 + r̂2]�1=2 d�d�

� lim
�̂0!0

1

4�

Z 1

�1

Z 2�

0

 
S(�) log(

�̂0p
K
) +G(�)

!
(�̂0 � r̂ cos �)�̂0 d�d�

[(x� �)2 + r̂2 + �̂20 � 2r̂�̂0 cos �]3=2
:

(A:17)

This simpli�es in the limit to

I1 = �1

2

Z 1

�1

S(�)d�q
(x� �)2 + r̂2

: (A:18)
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A.2 Evaluating I2

Since I2 involves integrating around an expanding sphere of radius R the

integral can be re-written more speci�cally as

I2 = lim
R!1

Z �

��

Z 2�

0

(
G(~R; ~R0)

@�

@R
� �(~R; ~R0)

@G
@R

)
R2 sin#d�d' (A:19)

Using the fact that the Green's function is in spherical co-ordinates

G(~R; ~R0) =
�1
4�

1

j~R� ~R0j
(A:20)

where ~R = x~x + y~y + z~z and ~R0 = �~x + �~y + �~z: The derivative of G can be

calculated also

@G
@R

= GR =
1

4�R

~R � (~R� ~R0)

j~R� ~R0j3
(A:21)

If one assumes � has the form of a dipole, then

� � D

j~R� ~R0j3
; D constant (A:22)

and

�R � 3D~R � (~R� ~R0)

Rj~R� ~R0j5
: (A:23)

Using these values for �, G and their derivatives,

I2 = �3D

4�

Z �

��

Z 2�

0

R~R � (~R� ~R0)

j~R� ~R0j6
sin'd�d'

(A.24)

�D

4�

Z �

��

Z 2�

0

R~R � (~R� ~R0)

j~R� ~R0j6
sin'd�d': (A.25)

It can be seen that lim
R!1

I2 = 0:

A.3 Evaluating I3

The third integral involves the volume integral around the contracting cylinder

of radio �̂0. Using this fact, I3 can be re-written in cylindrical co-ordinates as

I3 =
Z 1

�1

Z 1

�1

Z 1

�1

@G
@�

�

2
�2� d�d�d� = 2�

Z 1

�1

Z 1

0
G�(�; �̂) �

2
�2�(�; �̂) �̂ d�̂d� (A:26)
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I3 =
Z 1

�1

Z 1

0
� �

4

x� �

[(x� �)2 + r̂2]3=2
�2�(�; �̂) �̂ d�̂d�: (A:27)

If one looks at the expression
x� �

[(x� �)2 + r̂2]3=2

x� �

[(x� �)2 + r̂2]3=2
=

x� �

(x2 + r̂2)3=2
1"

1 � 2�x

(x2 + r̂2)
+

�2

(x2 + r̂2)

#3=2 (A:28)

as (x; r̂)!1, (A.27) can be re-written

I3 = x

(x2 + r̂2)3=2

Z 1

�1

Z 1

0
� �

4
�2�(�; �̂) �̂ d�d�̂: (A:29)

Using this same expansion technique as (x; r̂) !1 for the integral I1, (A.18) can
be re-written as

I1 = �1

2

x

(x2 + r̂2)3=2

Z 1

�1
�S(�)d� � 1

2

Z 1

�1

S(�) d�

(x2 + r̂2)1=2
; (A:30)

since

1

[(x� �)2 + r̂2]1=2
=

1

(x2 + r̂2)1=2
1"

1� 2�x

(x2 + r̂2)
+

�2

(x2 + r̂2)

#1=2

=
1

(x2 + r̂2)1=2

"
1 +

�x

(x2 + r̂2)
+ : : :

#
:

(A:31)

But
Z 1

�1
S(�)d� =

F 2(�)

2

�����
1

�1
= 0; since F (1) = F (�1) = 0: Remembering

(A.7), an expression for �(x; r̂) can be written as

� =
x

(x2 + r̂2)3=2

�
�1

2

Z 1

�1
�S(�)d� +

�

4

Z 1

�1

Z 1

0
�2�(�; �̂) �̂ d�d�̂

�
; (A:32)

since Z 1

�1
�S(�)d� = �

F 2(�)

2

�����
1

�1
�
Z 1

�1

F 2(�)

2
d�:

So a �nal integral expression for � can be written

�(x; r̂) =
1

4

x

(x2 + r̂2)3=2

�Z 1

�1
F 2(�)d� + �

Z 1

�1

Z 1

0
�2�(�; �̂) �̂ d�d�̂

�
(A:33)
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which, when compared to the expression for a dipole of strength D below

�(x; r̂) =
D
4�

x

(x2 + r̂2)3=2
;

gives an expression for D. Namely

D = �
�Z 1

�1
F 2(�)d� + �

Z 1

�1

Z 1

0
�2�(�; �̂) �̂ d�d�̂

�
: (A:34)

Note �̂ =
p
K ~�, so in (�; ~�) variables similar to (x; ~r) variables of Chapter 2 this

equation becomes

D = �
�Z 1

�1
F 2(�)d� + (
 + 1)

Z 1

�1

Z 1

0
�2�(�; ~�) ~� d�d~�

�
:

which is identical to (2.16) with (x; ~r)() (�; �̂).



APPENDIX B

Transonic Small-Disturbance Theory Asymptotics

Starting from the Full Potential Equation (2.1) an assumption is made that the po-

tential �(x; r;M1; �) can be written as an asymptotic expansion, and the variable r

scaled accordingly. This can be accomplished by introducing the unknown functions

�(�), �(�), A(M1) and B(M1). The expression (2.5) for the outer potential � can

be written more generally

� = U1

(
x+

�(�)

A(M1)
�(x; ~r;K) : : :

)
; where ~r = �(�)B(M1)r: (B:1)

The expressions in (B.1) will be used in a limit process type expansion withM1 ! 1

and � ! 0 simultaneously with (r̂;K) remaining �xed. The derivatives of � with

respect to x and r will be needed and are given below

@�

@x
= U1

(
1 +

�(�)

A(M1)
�x(x; ~r)

)

@2�

@x2
= U1

�(�)

A(M1)
�xx

@�

@~r
= U1

�(�)

A(M1)
�(�)B(M1)�~r(x; ~r)

@�

@~r2
= U1

�(�)

A(M1)
(�(�)B(M1))2�~r~r(x; ~r)

@2�

@x@~r
= U1

�(�)

A(M1)
(�(�)B(M1))�x~r(x; ~r) (B.2)

(Of course
@

@r
= �(�)B(M1)

@

@~r
:) Bernoulli's integral (2.2) can be re-written (by

dividing by U2
1) as

�
a

U1

�2
=

1

M21
+

 � 1

2

(
1 �

�
�x

U1

�2
�
�
�r

U1

�2)
: (B:3)
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The full potential equation (2.1) can be re-written (by dividing by U3
1) as"�

a

U1

�2
�
�
�x

U1

�2# �xx

U1
+

"�
a

U1

�2
�
�
�r

U1

�2# �rr

U1

+
�

a

U1

�2 �r

rU1
� 2

�
�r

U1

��
�x

U1

��
�xr

U1

�
= 0:

(B:4)

Using (B.2) and (B.3), (B.4) becomes

�

A
�xx

"
1

M21
� 1 +

(
 + 1)

2

(
�2

A2
�2x �

2�

A
�x

)
� (
 � 1)

2

(
�2�2B2

A2
�2~r�x

)#

+
�

A
�2B2�~r~r

"
1

M21
+
(
 � 1)

2

(
�2

A2
�2x �

2�

A
�x

)
� (
 + 1)

2

�2�2B2

A2
�2~r

#

+
�

A
�2B2�~r

~r

"
1

M21
+
(
 � 1)

2

(��2
A2

�2x �
2�

A
�x � �2�2B2

A2
�2~r

)#

�2�
2�2B2

A2
�~r�x~r

�
1 +

�

A
�x

�
= 0:

(B:5)

Equating all the dominant terms in (B.5) produces

1

M21
� 1 = K

�

A
; (B.6)

�

A
=

(�B)2

M21
: (B.7)

Then at O( �
2

A2
) the equation (B.5) becomes

K�xx � (
 + 1)�x�xx + �~r~r +
1

~r
�~r = 0;

which is clearly a re-written version of the TSDE given in (2.6):

(K � (
 + 1)�x)�xx + �~r~r +
1

~r
�~r = 0:

Looking at a general form for the inner expansion produces the expression

� = U1fx+ �(�)'(x; r�) + : : :g (B:8)
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where r� =
r

�
and '(x; r�) = S(x) log r� + G(x): The boundary condition on the

body is

�F 0(x) =
�r(x; r)

�x(x; r)
; at r = �F (x)() r� = F (x): (B:9)

This implies that

�r

�x
=

�(�)
S(x)

r�
1

�
1 + �(�)[S0(x) log r� +G0(x)]

= �F 0(x):

This can be simpli�ed as

�(�)
S(x)

F (x)
= �2F 0(x) (B:10)

which determines the expressions �(�) = �2 and S = FF 0. If the inner expansion

(B.8) is matched with the outer expansion (B.1)

�(�)

A(M1)
= �(�) = �2 ) �(�) = �2; A(M1) = 1

and

(�(�)B(M1))
2 = �2M2

1 ) �(�)B(M1) = �M1:

Thus all previously unknown functions are now known

�(�) = �2 (B.11)

�(�) = � (B.12)

A(M1) = 1 (B.13)

B(M1) = M1 (B.14)

K =
1 �M2

1
(M1�)2

(B.15)

~r = �M1r (B.16)

r� =
~r

�2M1
=
r

�
(B.17)

We would like the inner potential to match with the outer potential. This

principle can be written as

� = S(x) log ~r +G(x) as ~r! 0



93

must equal

' = S(x) log r� +G(x) as r� !1

But � = S(x) log ~r + G(x) = S(x) log r� + G(x) + S(x) log(�2M1) so for the two

expressions of the �rst terms to be identically equal a \switch-back" term needs to

be added or subtracted from one of the expansions. In order to match to higher

order, intermediate regions may be needed. The switch-back term is added to the

inner expansion. Thus the correct inner expansion for the perturbation potential �

involving '(x; r�) is

� = U1fx+ �2S(x) log(�2M1) + �2'(x; r�) + : : :g: (B:18)

B.1 Derivation of expression for pressure coe�cient on the body

The expression for the pressure coe�cient is

Cp =
p� p1
�1U21=2

=
p1

�1U21=2
(
p

p1
� 1): (B:19)

An expression for p=p1 can be derived from (2.2) and the universal gas law p=�
 =

constant. That expression is

p

p1
=

"
1 +


 � 1

2
M2
1

(
1 �

�
�x

U1

�2
�
�
�~r

U1

�2)#
=(
�1)
(B:20)

To calculate the pressure on the body we use the expansion for the inner disturbance

potential to substitute into (B.20). Assuming � has the form given in (B.8)

@�

@x
= U1

n
1 + �2S0(x) log(�2M1) + �2'x(x; r

�) + : : :
o

(B.21)

@�

@~r
= U1 f�'r�(x; r

�) + : : :g (B.22)

Substituting the above expressions in (B.20) produces

p

p1
= 1 +


M2
1

2

n
�2�2S0(x) log(�2M1)� 2�2'x � �2'2

r� + : : :
o

(B:23)
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where

Cp(x; r
�) = �2�2'x � �2'2

r� � 2�2S0(x) log(�2M1) (B:24)

But the pressure coe�cient on the body can be calculated by substituting the fact

that ' = S(x) log r� and evaluate on r� = F (x)

Cp(x; r
� = F (x)) = �2�2S0(x) log(�2M1)�2�2G0(x)�2�2S0(x) log F (x)��2(F 0(x))2

(B:25)

This is equivalent to the expression given in (2.12).



APPENDIX C

Incompressible Details

A number of insights into the solution of the elliptic part of the compressible problem

can be gained by investigating the incompressible version of the problem. The

incompressible problem is a simpli�ed version of the full problem, but many of the

important features remain intact. The domain of interest is the same, though in the

incompressible case there is no hyperbolic region. The governing equation is elliptic

everywhere. It is obtained by setting � = 0 in (3.2) to produce�
Ru

2R

�
u
+R�� = 0: (C:1)

Some of the initially unknown details of the compressible problem which are only

determined after solving the boundary value problem are now known explicitly.

Expressions for the dipole strength D and the functionG(x) can be written assuming

that F (x;�) has the form de�ned in 4.2. In the case of D the Dflow component is

now zero, so that

D = Dbody =
Z 1

�1
F 2(x) dx: (C:2)

For G(x) the explicit expression is

G(x) = �1

2

Z +1

�1
S0(�) sgn(x� �) log 2jx� �j d�: (C:3)

Using the de�nition of S0(x;�) from (4.4) the corresponding expression for G0(x;�)

can be written by evaluating the integral in (C.3):

G0(x;�) = S0(x;�) log[4(1 � x2)]� 3

4
(4� 3�2)� 22�x +

3

4
(12 � 29�2)x2

+
110

3
�x3 +

625

4
�2x4: (C.4)

Also, using the de�nition of F (x;�) in (4.2) one can evaluate the integral in (C.2)

to obtain an exact value for Dbody , namely

Dbody =
16�

105
(7 + �2): (C:5)

95


