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SUMMARY
We will investigate some techniques for finding solutions of second order linear DEs.

1. The Method of Reduction of Order

Consider the general homogeneous 2nd order linear DE can be written

a2(x)
d2y

dx2
+ a1(x)

dy

dx
+ a0(x)y = 0 (1)

If we know a solution y1(x) which solves the above equation, we can find another by using
the method of reduction of order. This will involve assuming the second solution has
the form y2(x) = u(x)y1(x) and showing that we can find u(x) by solving a linear first order
DE (using the method).

Assuming that a2(x) is not zero anywhere in the interval I that your given solution y1(x) is
defined one can divide Equation 1 by a2(x) to obtain the standard form:

d2y

dx2
+ P (x)

dy

dx
+ Q(x)y = 0 (2)

By making the substitution y = u(x)y1(x) where y1(x) solves 2 above, show that u satisfies
the equation

y1u
′′ + (2y′

1 + Py1)u
′ = 0

By letting w = u′ we can obtain a linear DE for w

w′ +

(
2
y′

1

y1
+ P

)
w = 0

We can show that this equation has the solution w(x) = c1
e−
∫

P (x)dx

(y1(x))2
and since w = u′

u(x) = c1

∫
e−
∫

P (x) dx

(y1(x))2
dx + c2 which leads us to the form of the second solution y2(x) to

Equation (2) given by:

y2(x) = y1(x)
∫

e−
∫

P (x) dx

(y1(x))2
dx

(Remember: y2(x) = u(x)y1(x))



Exercise 1 Show that y2(x) above satisfies the equation y′′ + P (x)y′ + Q(x)y = 0.

EXAMPLE Zill, Example 2, page 141. Given that y1(x) = x2 is a solution to x2y′′ −
3xy′ + 4y = 0 find the general solution of this differential equation on (0,∞).



2. The Method of Variation of Parameters
Consider the nonhomogeneous version of Equation (2),

d2y

dx2
+ P (x)

dy

dx
+ Q(x)y = f(x) (3)

If we have two solutions to the homogeneous version of the DE, called y1(x) and y2(x), then
we can attempt to find two solutions to Equation (3) by assuming the particular solution will
have the form yp(x) = u1(x)y1(x) + u2(x)y2(x) where yh = c1y1(x) + c2y2(x) is the solution
to the corresponding homogeneous problem.

By carefully differentiating, we can obtain expressions for y′
p(x) and y′′

p(x) (which will contain
u1, u2, y1 and y2 and their derivatives)

If we combine these expressions and substitute into Equation (3) we will obtain:

d

dx
[y1u

′
1 + y2u

′
2] + P [y1u

′
1 + y2u

′
2] + y′

1u
′
1 + y′

2u
′
2 = f(x)

This equation will be identically solved if

y1u
′
1 + y2u2 = 0

y′
1u

′
1 + y′

2u
′
2 = f(x)

Questions
What are the unknowns in these equations? and

What are the knowns in these equations? and

We can solve these equations using Cramer’s Rule!

EXAMPLE Let’s show that we can use Cramer’s Rule to obtain the formulas:

u′
1 =

−f(x)y2(x)

y1y
′
2 − y′

1y2

and u′
2 =

f(x)y1(x)

y1y
′
2 − y′

1y2

(Note the denominator should look familiar: It is the of y1(x)
and y2(x).)



Exercise 2 Consider y′′−4y′+4y = 0. Show that y1(x) = e2x and y2 = xe2x are solutions of
the homogeneous DE.U se this information to obtain the solution of y′′−4y′+4y = (x+1)e2x.

Next we shall concentrate on methods to solve homogeneous linear DEs where we are not
given any prior information (although we are going to generally require that the functions
P (x) and Q(x) be pretty simple, usually constants or polynomials. This will be covered in
Sections 4.3, 4.4/4.5 and 4.7 in Zill.


