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Ranking Sports Teams Using Linear Algebra

In today’s sports, rankings (or also ratings, stats, etc.) have become an essential aspect of any sport. The norm is that champions are determined by objective methods as often as possible, such as a playoff system. In some cases, however, rankings are used arbitrarily to determine opponents in the postseason. Perhaps the most well-known user of rankings is Division 1-A of College Football, for which a playoff system is non-existent; rather, it uses rankings to determine the top two teams in the country and places them as opponents in the national championship game. Rankings are also important in fantasy leagues, as users use these rankings to assemble their teams. Rankings make possible the evaluation of complex information by using certain criteria. For our purposes, we will assess the NFL AFC East division to measure which division team is the best, basing it on win-loss record within the division.

NFL AFC East Division Teams: 

- New England Patriots (NE)

- New York Jets (NYJ)

- Buffalo Bills (BUF)

- Miami Dolphins (MIA)

NFL AFC East Division Standings for the 2006 Season
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How do we rank these teams when there is a tie for first and both teams split series?

Ranking with linear systems allows us to compare teams that have similar records or may not have played all the same teams.

	Adjacency Matrix: must be irreducible nonnegative square matrix 
Note: 0 points for no wins

          ½ point for 1 win

          1 point for 2 wins
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Ranking Vector: r’s are probabilities proportional to sum of the ranking of teams defeated by r, and r1+r2+r3+r4=1

[image: image3.png]|




This creates the following equation:
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Or
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From this equation we can see that r is an eigenvector of a. By the Perron-Frobenius Theorem we know that it has a real dominant eigenvalue > 0 that corresponds to a positive eigenvector. 

The eigenvalues of A are: 1.304, -.447+.620i, -.447-.620i, -.411

Clearly the dominate real eigenvalue is 1.304, which corresponds to the ranking vector 
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Our ranking system puts NE first and then the NYJ second. This is because NE beat BUF twice, while NYJ beat MIA twice, but MIA has a worse record than BUF. 
Another method for computing ranking is the following:

Using the given matrix a, we multiply by a vector x that can give us a ranking vector.
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Multiplying x simply sums up the rows of a. Since New England and New York are tied, we need to break the tie. Simply multiplying matrix a by vector x only takes into account head-to-head wins. To break the tie, we take into account indirect wins (teams beaten by the teams you beat, or opponents’ wins and losses). We do this by adding direct and indirect wins, represented by A + A2:
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Multiplying this result by vector x will give us the ranking vector r
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For this method the rankings do not change from the previous method. This method is simple to conduct because it does not require finding eigenvalues or eigenvectors. 
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